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ABSTRACT 

This is an instructional manual for choosing among possible sites for power 
plants by selecting the one with the least diversion of resources of the environ­
ment and of the economy. For each alternative site, changes of embodied energy 
in flows and storages are estimated in solar equivalent Calories. Then a dollar 
equi valent is estimated from the ratio of total solar equivalent flows to gross 
national product. Sample calculations are provided for LaSalle power plant west 
of Chicago considering alternatives of cooling reservoirs, cooling from a natural 
water body, and cooling towers. 

In order to facilitate calculation, an appendix provides procedures and data for 
evaluating embodied energy of the environment. 

ix 
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INTRODUCTION 

Need for an Energy Evaluation 

Everyone can probably agree that the location 
of a power plant or other major technological 
installation is a decision that should minimize 
the disturbance of existing values, maximize the 
contr ibution of new values, and minimize the 
costs and resources used. If we recognize that 
some values are generated by the work of 
environmental systems and that others are gener­
ated by the work of humans and their technologi­
cal enterprises, the problem of ·selecting sites 
and designs to maximize values requires the 
evaluation of all the useful work affecting the 
economies of man and nature, directly and indi­
rectly.l Since, ul timately, energy flows are 

1. It is commonly recognized that value is generat.ed by t.he 
work of nat.ural environmental systems. Although such 
value is recognized, it is of len considered an ex-ternal ­
ity, not .amer~able to qL!8ntified evaluation in most. forms 
of quantltat.Ive analysIs. Energy analysis attempts to 
internalize the environmental values in a nure nearly 
unified quantitative analysis of the combined syslem of 
man and nature. Therefore, t.his form of analysis may do 
more than economic analysis to facilitate the fulfillment 
of the National Environmental Policy Act requirement to 
II insu re that. present.l y unqu8nt. i f ied env ironment al ameni­
ties and values may be given appropriate consideration in 
decision making alonq wIth economic and technical consid­
erations." For more detailed discussion, see Appendix D, 
part 1. 

responsible for all kinds of work, energy evaiu­
ation may be used to consider which alternati ve 
sites and designs generate the most useful work 
for the energies used and, thus, make the great­
est contribution to the overall vitality of the 
combined economy of man and nature. This manual 
is a guide to embodied energy evaluation of 
power plant siting. It gives step-by-step pro­
cedures for determining which alternative sites 
and designs provide maximum work for the econ­
omy. 

Assumptions and Premises 

Whereas the manual provides steps toward 
objective evaluation of the changes in energy 
flows of nature and human development associated 
with power plants and their sites, the use of 
the resulting energy calculations for making 
decisions involves a basic premise as follows: 
Systems with the most energy resources can use 
them to meet all other contingencies so as to 
survive competition and maximize vitality of the 
combined economies of man and nature. The prim­
acy of energy in generating work and useful 
value has long been accepted ~n specific areas 
of science and engineering. Appendix A 

2. The basic premise of energy anal ysis, that Hsystems wi t h 
the rrost energy resources can use them to meet. all other 
cf:1nt.i':1qencies so as. to survive. competition and maximize 
v~tf;1lIfy of t.he cOlT!blned e.conomles of man and nature," is 
sImIlar t.o the basIc premIse of economic analysis, I .. hich 
may be stated in a similar form: systems with the roost 
labur and/or capital resources available can use them to 
meet all other continqencies so as to survive competition 
and maximize vitalit-Y. Only two differences stand out· : 
~ 1) the indicator that ~s qpantified (energy res9urces 
Illst·ead of labor and capItal) and ( 2) the boundaries of 
the system of concern (the combined economies of marl 8rld 
nature instearf of the separate economy of man). For rrKJrB 
detailed discussion, see Appendix 0, part 2. 

1 
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introduces energy analysis and its relation to 
the economy. Included as Appendix B is a com­
parison with economic cost-benefit analysis. 

Evaluation of Overall Economy in 
Units of Embodied Energy 

Inherent in the nature of energy are different 
concentrations and energy types that are often 
placed in a scale of quality· according to the 
quantity of energy required of one to generate 
another. The amount of energy of one type 
required to develop a storage or flow of a 
second energy type is the amount of embodied 
energy of the first kind in the second. For 
example, solar energy is very low quality, 
because many Calories are required to generate a 
few Calories of wood, even fewer of coal, even 
fewer of electricity, etc. For another example, 
including the embodied energy in equipment, 
almost 4 Calories of coal are required to gener­
ate a Calorie of electricity. 3 Appendix C is 
a more elaborate explanation of embodied energy 
and energy quality. 

In order to place energy flows and storages on a 
basis whereby the resources required to develop 
the flows and storages can be compared, all 

3. The concept of energy quality enables the analyst to 
account for the previous indirect as well as direct 
requirements of energy flow. Such total energy flow 
requirements are analogous to cost in economic analysis. 
Because the calculation of those energy requirements is 
based on a se t of processes operating at optimum energy 
efficiency, the energy quality calculations are assumed 
to identify the total energy cost that is in balance with 
maximum utility. For more detailed discussion, see 
Appendix 0, part 3. 

energy flows are converted into energy equi va­
lents of the same type using tables of energy 
transformation ratios. An energy transformation 
ratio is the energy of one type required to gen­
erate energy of another under competitive condi­
tions with the process of transformation loaded 
for maximum power. 4 

Embodied energy in solar equivalents, coal 
equivalents, or electrical equivalents can be 
added and subtracted to determine the overall 
balance of gains or losses when a plant is built 
or a system is changed. 5 Table 1 contains 
energy transformation ratios, which were calcu­
lated in Appendix E. 

4. Some of the base data needed to compile the tables of 
energy transformation ratios have been only broadly 
approximated thus far. In ocfdition, in some cases there 
is an element of uncertainty as to whether or not the 
energy transformation process being observed rreets the 
reqUIrement of operatinq under competitive conditions in 
whl.ch there is the best possible efficiency consistent 
with maximum power loading. Consequently some of the 
energy transformation ratios identifl.ed in the tables may 
not yet be highly accurate. Although intermediate 
findings of the energy analysis procedure (i. e., embodied 
energy values of individual flows) will vary in direct 
~roportion to the energy transformation ratios usedJ. the 
final results often are not sensitive to changes or the 
ratios. That is true because, in many cases, the 
embodied energy flows beinq evaluated are in several 
different calculations based all different energy 
transformation ratios. Therefore, often one calculatiori 
will serve as a check on another. Also, it often occurs 
that the total difference between the embodied energy 
gains and losses being compared is much greater than 
could be attributed to any base data inaccuracies. For 
more detailed discussion, see Appendix 0, part. 3. 

5. Although it is ~proprlat.e to compare embodied energy 
values when they. are all expressed in common equivalents, 
it is often inaccurate to algebraically sum all such 
values indiscriminately because those values may oouble 
count the same embodie.d enerqy. Care has been taken in 
the development of this manual to avoid such count ing . 
Some uncertainty remains concerning possible douhle 
counting of storages and related flows. In addition, any 
user \'tio may expand the parameters considered in the 
manual should be aware of the double count.ing issue. For 
more detailed discussion, see Appendix 0, part 6. 



Table 1a. Energy Transformation Ratios in Solar Calories per 
Calorie of Environmental Flow and Storage (Details 
on this table are given in Appendix E). 

Sun 
Wind 
Heat 

Name of Item 

Vertical exchange 
Horizontal advection 

Vapor 
Vertic al exchange 
Hori zontal advection 

Rain 
Kinetic ~tential 
GravitationaJ potential 

over land (875 m) 
Chemical potential of rain 

over land 
Chemical potential of 

nitrogen over land 
Chemical potential of 

phosphorus over land 
Chemical potential of 

acid rain over land 
Tide 

Physica l potential of tide 
Chemical free energy of 

tidal inflow 
Chemical free energy of 

tidal out f1 ow 
Wave 
Sand 

Chemical potential in 
si:Jnd flux 

El evated potential in 
sedimentation 

Stream 
Physical. energy in 

5 tream f} ow 

Energy 
Transformation Ratio 

(ETR) • 
Solar Cal/Cal 

1.0 
56.7 

12.9 
5.3 

55.9 
55.9 

2.30 x 

4.00 x 

6.90 x 

105 

103 

103 

2.91 x 109 

2.61 x 1010 

1.09 x 109 

11. 56 x 103 

6.9 x 103 

6.9 x 103 

1.16 x 104 

4.6 x 105 

1.77 x 1014 

1.06 x 104 

Table 1a. (continued). 

Name of Item 

Chemical potential of 
water in stream 

Chemical potent ial energy 
in sediments in streams 

Physical potential energy 
in materials in 
stream fJow 

Catastrophic 
Earthquake 
Hurricanes 
Tornado 
Floods 

Species 
Algae 
Microinvertebrates 
Vascular plants seeds 
Insects 
Vertebrates 

Human exchange 
Money flow 
Land uplift 

Potential energy 
Chemical potential energy 

Granite 
Basalt 
Shale 
Limestone 
Sandstone 

Wood biomass 
Soil 
Species 
Human assets 
Upl if ted land 
Chemical potential in rock 
Physica l potential in land form 

Energy 
Transformation Ratio 

(ETR) • 

4.5 

Solar Cal/Cal 

3.57 x 104 

0.88 x 106 

2.33 x 107 

3.98 x 106 

1. 11 x 103 

2.61 x 1010 

105 4.00 x 

7 x 1029 

1026 7 x 
9 x 1027 

7 x 1024 

4.6 x 1021 

x 103-5.1 x 105 

1.5 x 1012 

10.19 x 107 

2.08 x 107 

5.22 x 107 

0.77 x 106 

2.83 x 107 

2.89 x 103 

11.9 x 104 

4.6 x 1021_7.0 x 1029 

30.3 x 103-171
1 

x 103 

1.50x10 2 

0.77 x 106-10 . 19 x 107 

1.50 x 10 2 

3 
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Table 1b. Other Energy Transformation Ratios.* 

Global Solar 
Name of Item Cal/Cal 

Fissionable uranium fuel 306 

Typical aquatic gross primary production 200 

Typical terrestrial gross primary production 340 

Coal 6,800 

Gasoline 11 ,492 

Electric power 27,200 

Average human service in U.S. 887,000 

Fertilizer (with phosphate) 1,990,000 

*For calculations see Table E1b. 

Ultimately, the size and vitality of the com­
bined economy of nature and man depends on the 
amounts of energy flowing, and this may be eval­
uated by summing the energies as expressed in 
embodied energy of one type. 5 More on the 
concept of embodied energy is given in Appen­
dices A and C. 

Evaluating Maximum Power in a 
Power Plant Situation 

If a decision has already been made to build a 
plant, this implies that the addition of the 

plant will help maXlmlze power of the combined 
economies of man and nature in the area served 
by the power.6 Whereas energy analysis of 
this larger area could help such decisions, · this 
manual begins with the assumption that there is 
a need for the power. It assumes an electrical 
power output and associated good utilization of 
the power .. 

F or purposes· of siting the plant, the region's 
power is maximized by retaining as much as pos­
sible of the energy flows of the existing land­
scape and human activities in addition to the 
new energy flows. This manual, therefore, pro­
vides the procedure for estimating for each 
alternative site the energy embodied in produc­
tion and the interruptions of production in 
environmental processes and economic processes 
using fuels, goods, and services. 7 

6. It is assumed when conSidering all system components, any 
system with rore power than can be developed by alterna­
tlves is the system that can meet a] 1 other contingencies 
so as to surVl.ve competition and maximize vitality . As 
ex~lained in Text Note 2 above , although the energy anal­
ySIS indicator of success is physical rather than ITlJne­
tarr' the (}Jal is essential J y the same as in economic 
ana ysis. tor IOOre detailed discussion, see Appendix 0, 
~art 2. 

7. lhe manual's energy anal ~sis procedure may not yet 
account for all possib l e factors of concern in makIng 
power plant-siting decisions. Rather, the analysis is an 
attempt to combine evaluations of some of the relevant 
factors in meaningful and comparable terms. The major 
thrust of the manual is to account for environmental 
amenities and values in such a way that they may rore 
easily be given consideration in decision making dl.rectly 
along with many other economic and technical considera­
tions. However, advocates of the rrethod believe other 
factors of concern that may be identified can be anal yzed 
similarily and given embodIed energy values. 
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PROCEDURE FOR EVALUATING CHANGES 
IN EMBODIED ENERGY 

The evaluations of plant siting may be visu­
alized in Fig. 1, which shows local systems of 
environmental resources, existing land and water 
uses, and the existing local human economy. 
Also shown is the new installation to be sited 
and its newly generated connections to the envi­
ronmental systems and to the surrounding human 
economy. This economy runs ultimately on dis­
tant resources of fuel s and environment, where 
products and services are drawn to the area 
through investment. All the pathways in the 
diagram are accompanied by flows of energy and 
embodied energy and these may be calculated. B 
They include storages of accumulated assets in 
soils, forests, human settlements, and technol­
ogy, which may also be evaluated for the 
embodied energy stored. The flows that are pos­
itive contributions to value are . those that 

8. As noted in Text Note 4, t here are eJ ements of uncer­
tainty in the calculat ions of embodied enerqies in some 
of the flows identified in the diagram. rOI' the most 
part the uncertainty i s due to questions of confidence 
in the base data used in ca lculating energy transforma­
tion ratios. In addition, there has been sume contro­
versy over definition of boundaries in accounting for the 
embodied energies . For more detailed discussIon, see 
Appendix D, parts 3 and 4. 

contribute to the maximum overall flow of power 
in the web. 9 

Adding a plant increases the overall power flow 
of the system, providing the new power flows .do 
not displace more useful power flows in preex­
isting systems, either at the site or by divert­
ing more energy flows elsewhere in the economy. 
In this manual the increase f'. A in Fig. 1 is 
assumed. A plant is sited better when it dis­
places the local system l eas t (minimizes 
decrease of f'.B, f'.S, f'.Fl' and f'.Cl) and uses 
l ess resources elsewhere, leaving them to gener­
ate other values. In other words, f'. A2, f'. C2, 
and f'.F2 are minimum in the best alterna­
ti ve, and these are zero in Table of changes.1 0 

Therefore, the procedure for making decisions 
invol ves calculating the change in energy flows 
between the preplant condition and the alterna­
tives, including the energy flows diverted else­
where in the economy at a distance. The best 
alternati ve for the economy is the plant that 
adds the new work and displaces the least. ll 

A final summation of the effects of alternatives 
is a summation of the positi ve and negative 
changes in the embodied energy flows of the com­
bined system of the economy of nature and man 

9. As expl ained in T ext Notes 2, 3, and 6, maximiz ing the 
f low of power i s assumed to accuunt for the same Factors 
of va l ue as are intended in economic theory . A dirre rent 
metric is used in the anal ysis because the economic one 
i s regarded as less practical as a measure or ext e rnal 
resources val ucs . for rrore detai 1 ed discuss ion, see 
Appendix 0, part s 2, 3, and 5. 

10 . See Text Note 7. 
11. Ibid. 

5 
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that are affected by the new plant. 12 
2 has the main categories of evaluation. 

Table 

Table 2. Categories for Calculating the Changes in Energy 
Flows Due to the Construction of a Power Plant. 

f lows or 
Storages 
(jetters 
in Fig . 1 ) 

A 

8 

5 

c 
F 

w 

Change in 
Embodied Energy 

Items of Change Caliy r 

Power Plant Productive ' 
Contribution ::t 

Changes in Environmenta l 
Production 

Changes in Environme ntal 
Resources (storages) 

Chc:lllges in Goods and Services 
from Main Economy' 

Changes in Fuel and Raw 
Materials from Main Economy 

Changes Related to Environmental 
Technology and Waste 

A longer procedure is to evaluate all energy 
f lows first and then the changes. It is more 
expeditious, however, to identify and evaluate 
only the changes. For the long procedure, see 
Section 5 and Appendix E. 

Expressing Embodied Energies 
in Dollar Eguivalents 

There is an average 
porting the nation's 

total energy flow sup­
whole economy of man and 

12. In calculating the final summation of effects, it is 
important to review the individual values to check for 
any potential double counting. See Text No t e S . For 
more detailed discussion, also see Appendix 0, part 6. 

nature,13 which is the. sum of the environ­
mental energies, the fuels, and the embodied 
energies in foreign imports minus exports. 
These may be totaled in units of energy of the 
same type such as coal or solar equi valentsl4 
(see Fig. 2). It is the use of all the energies 
that drives money in circulation. 15 An 
average ratio of dollars to energy can be calcu­
lated using the ratio of total energy to GNP (in 
embodied units of one type). This ratio is use­
ful in giving perspective to the evaluations 
done in units of embodied energy. Multiplying 
energy of alternatives by the dollar energy 
ratio for the appropriate year gives an estimate 
of the effect on the economy of the energy dif­
ference among alternatives. 16 

Often those new to energy evaluation ask, Why 
not make evaluations in dollars initially? The 
reason direct dollar evaluation is incomplete is 
that the many external environmental energy 
inputs, such as sun, wind, rain, soil, tides, 

13. 

14. 
15. 

16. 

Evaluation of the combined system of man and nature as a 
single unified economy is fundamentally different from 
traaitional economic benefit-cost. evaluations, in I<klich 
the systems of man and nature have always been eva luated 
independently. For flDre detailed discussion, also see 
Appendix D, part 7. 
See Text Note 5. 
The assumpt ion that it is the use of all the enerqies 
that drives flDlley in circulation has been an Issue of 
some controversy. Considerable supportive theory and 
evidence exists, indicating that. there is a consIstent-. 
relationship between IllJnetary value developed and the 
total t or embodied 1 energr flow of the man/nat.ure system 
used In achieving that. va ue. For rTOre detai led discus­
sion, see AppendIX D, part 8. 
Gi ven the assumption t.hat it is the use of all enen;lies 
that drives money in Circulation, it is often approprIat.e 
to use the total energy-to-GNP ratio to estimate t.he ef­
fect on the economy due to enerqy changes. However, it. 
is inappropriate to use the raf.lO indiscriminat.ely for 
convertIng values between IOOlletary and energy terms. In 
particular, its use is inappropriate for converting from 
money flow that is not measured at. final demand to embod­
ied enerqy flow. It is llsed for se rvices (labor) and 
hiqh-quallty CJ)ods such as machinery as in examples in 
TaF.iles 4-6. For rrore det.ailed discussion, see Appendix 
0, part 8. 

7 
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Figure 2 . Embod i ed energy of external environmenta l i nrlows (R and 5) ultimate l y drives a much larger do llar circulation in the 
main economy than is recognized at point of ini tial process i ng. 



waves, geological process, chemical mineral 
supply, land forming, vegetation, etc., supply 
their products without receiving money so that 
their eventual contribution and effect on the 
economy is not recognized at the point where the 
products enter the economy (see Fig. 2). Here 
prices underestimate the ultimate effect on 
dollar flow. 

The prices of some environmental inflows, such 
as hydroelectric potential, wood, coal, phos­
phate fertilizer, etc., reflect only the money 
used to process the product and are much less 
than the dollars that ultimatly circulate within 
the economy as those products are passed alo~9 
with further transformations and uses. 
Therefore, to determine the ultimate effect on 
dollar flow, the energies must be evaluated 
directly and then their proportionate part of 
the whole energy budget must be used to deter­
mine th~ir proportionate ~ffects on the economy 
of man.l8 

Anoth er advantage of the energy evaluation i s 
that it is independent of the shifting value of 

17. 

1 B. 

Note that IT'ost of these environmenta l inrlows ca rrying 
embodied ene rgy do not contribute directly to fInal 
demand. Each must first be trans Formed in a series of 
processes, each with attendant cOllversion dispersal of 
actual energy before reac hing final demand. It is the 
money flow s that accompany that conversion dispersal that 
are not always adequately reflected in the or iginal 
pri ce . For rore detailed discussion, see Appendix D, 
part B. 
Energy analysis tools are offered to help achieve the 

same evaluations tha t mar ket pricing might eventually 
achieve. A basic difference is that energy snair'sis 
bClses evaluations on ~. he physical laws of nature instead 
of on hurnall perceptions, which are wha t det.ermine eco­
nomic markets. Consequently, energy analysis may be ysed 
to eva lUa te resource fl ows even before we have perce .l ved 
markets fur those flows. fo r roore retailed d.l scussion 
see Appendix D, part 9. 

money due 
ratio does 
Fig. 3. 

to inflation. 19 The 
change with inflation 

dollar-energy 
as shown in 

Details of Procedure 

Still referring to Fig. 1, a more detaUed 
list of categories for evaluating embodied ener­
gy is given in Table 3 with the appropriate 
headings for change in actual energies, energy 
transformation ratios (from tables), and the 
changes in embodied solar Calories per year in 
the final column. Data and methods for calcu­
lating energy transformation ratios and embodied 
energy are given in the manual in Appendix E. 
r irst is the added embodied energy of the elec­
tric power or other plant contribution. Second 
are changes in environmental production. A land 
use map, before and after each alternative , is 
constructed and helps to identify the changes in 
environmental and agricultural productivity and 
losses of soil and wood storages, etc. The 

. first group of items, by evaluating plant pro­
duction, integrates the various environmental 
energies interacting, such as wind, sun, rain, 
soil, etc. In addition, productive processes 
not involving the biological components are alQo 
evaluated, such as some geologic work.ZO 

19. 

20. 

Although energy ca l culatiofls are ma~nl{ ~ndepel1dent. of 
the s hIfting value of rroney due t.o Inf at..lOIl, quest.lOns 
are often raised as to .,.,nether these nJrnbers ar e indepen­
dent of all va l ue change associat ed with the chmlqe of 
time. In particular, is it appropriate to discount ener­
gy values according to some real discount. rat.e? rhere is 
no concensus all this question. By one view an enerqy 
storage now can facil.1tate rrore energy in the fut ure 
through stimulus to growth, but the increase is evaluat.ed 
by the furth e r energy added. 
As noted in Text Note 5, it is important to be aware of 
the potential t.o double count embodied enerqx eva luated 
for such processes as plant product iOIl and qeD 1 oqic work. 
The embodl ed energy value may double count to the extent 
that the time perIod of conce rn in each evaLuat.ion over­
lap s . 

9 
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Table 3. Categories for Calculating the Changes in Energy Flows due to Construction of a Power Plant. 

F low or 
Storage 
(letter 

in fig. 1) Items of Chanqe 

Power Plant Productive Contribution 
Net electric power generated 
Electr icity fed back ~nto use 

Changes in Environmental Production 
Production of natural systems 
Agricultural production 
Other productive land 

Change in Stored Resources 
Plant biomass 
Soil 
Local assets 

Changes in Inputs from Main Economy 
Goods and services to local system 
Goods and services to pl ant and cooling system 

Changes in Fuels and Raw Material from Main Economy 
Fuels and raw mater ials to local system 
Fuels and raw mater ial to plant and cooling system 

Changes Related to Environmental Technology and Wastes 
Entrainment loss 
Entrapment loss 
Heat impact on aquatic systems 
Chemical impact on aquatic systems 

Algebraic Summation of Differences from Preplant Situation 

Change in 
Actua 1 Energy 

Callyr 

Energy 
Transformation 

Ratio 

Change in 
Enbodied Energy 
Solar Callyr 

Positive increases are contributions tu the po wer and economy of t he area and its surroundings . These include 6A1, llB1 t 

6C1' and 6F1 (see Fig. 1). Negative changes reduce the power of the system or divert more resource fur a process than wou l d 
be required for an alternative. The follo wing are negative: increases in tJ.AZI decreases in tJ.01, decreases in tJ.S, increases 
of tJ.CZ and tJ.F Z fur the same power production, and increases in tJ.W. 

11 
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Next are the energies that are brought in by 
human development, either as embodied energy of 
raw materials, fuels, or goods and services. 

Another group concerns environmental damages, 
wastes, and impacts. 22 These may be nega­
tive effects, but not necessarily. If environ­
mental technology, such as cooling towers, is 
used then the energy embodied in these cooling 
towers is a diversion from other productive 
activity to the extent that the embodied energy 
of the technology is greater than the protection 
it affords. This shows up as higher diversion 
of energy from the economy. 

Global Solar Equivalents 

The solar energy supporting processes on land 
is not just the direct solar energy but the 
solar energy embodied in the winds, rains, 
waves, and part of the geologic work converged 
to the land by the biosphere. In this manual 
the ratio of global solar energy to direct solar 
energy was taken as 3.4. 23 

21. 

22. 

23. 

In this repo rt the ratio of direct soJaI' energy to coal 
energy was assumed as 2000 solar Ca l/coa l Cal, a rounded 
number suggested as a correct magnitude based on examples 
of concentration and conversion of plant produce to elec­
tricity and indirectJy to coal using a factor of 4. A 
stat i stica L study of many exampJes will be needed to 
determine the ratio more accurately. See also computa­
t ion in footnote 23. 
The energy embodied in these env ironmenta 1 damages J 

wastes, and impacts may also doubl e count against other 
embodied energy flows eva] uated i n assocIation with 
other environmental processes, such as plant production, 
geologic work, etc. As noted in Text Note 20, the calcu­
lated embodied energy values mClY double cuunt to the 
extent th~t the time periods of concern in each ccdcula­
tiun overlap. 
The ratio of glob(j I (jrBel. to land are<J . However, wher. 
funds and data are availab te a IOOre accurC:lte number needs 
to be ca lculated that Qartitjons the solar energ~ 
absorbed on land to the total WIth due conSIderation of 
albedus, etc. 

Production contributions may either be evaluated 
by summing the input embodied energies in global 
solar equivalents, in goods and services, in 
fertilizer, etc., or if these inputs have been 
related to production previously, one may multi­
ply the actual energy of the production by the 
energy transformation ratio previously calcu­
lated. In the examples below both pro(;edures 
are used. Either one but not bothZ4 are 
included in final summations, since counting 
both would be counting the same energy twice. 

24. Energy transformation ratios for agriculture are in much 
confusion because some authors are using ac tual energy 
inst ead of embodied energy; others emit embodied energy 
in goods and servicesj others omit environmental embodied 
energy in fertUizer (SJesser 1978; Slesser and Lewis · 
1979; Flock and Baird 1980). 
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DRAWING A COMPLEX ENERGY MODEL DIAGRAM 

Whereas overall broad categories to be evalu­
ated are given in Fig. 1 and Table 2, a more 
detailed impact inventory should be made as part 
of the analysis both to establish what has been 
considered and to document that some important 
aspect has not been omitted. A more detailed 
energy diagram is made showing all kinds of land 
use, human activities, economic sectors in the 
area, etc. This more complex diagram will be 
different for each area, although it will have 
the general structure of Fig. 1. See for exam­
ple in Fig. 4 a diagram of the LaSalle site west 
of Chicago, Illinois. Energy analysis symbols 
as used in this manual are described in Appendix 
A. 

Those making a complex overview diagram may 
obtain general instructions on the symbols and 
their use from reference texts (Odum and Odum 
1981; Hall and Day 1977). One decides first on 
the boundary of the system to be included within 
the square frame of the system diagram. Next, 
circles for each source are placed around the 
outside in order of energy quality, with sun­
light on the left and human goods and services 
of high quality on the far right. The basic 
productive processes of plants and agriculture 
are drawn on the left where they receive energy 
flows of interaction of sun, wind, rain, nutri­
ents, etc. The products, services, attractions, 

etc., of these flow to consumers within the area 
or to the outside economy. Storages with long 
time constants (longer than a year), such as the 
soil, forest timber, water storages, capital 
assets, waste storages, etc., are included. The 
producti ve and interactive processes are shown 
with the interaction symbol, which receives 
inflows from two or more types of energy. 

Appendix F summarizes an eleven-step methodology 
for developing energy circuit models of complex 
systems of man and nature, which may be helpful 
to those interested in constructing their own 
models (Alexander et a1. 1980). The steps may 
be summarized as follows: 

1. mapping the general area of interest; 
2. identifying the system boundary; 
3. identifying energy flows across the 

boundary; 
4. organizing the major system components; 
5. identifying interactions between sub­

systems and sources; 
6. connecting the group symbols with ex-

terna 1 sou rces; 
7. diagraming the subsystems; 
8. evaluating the model; 
9. translating energy circuit diagrams to 

differential equations; 
10. simulating the energy circuit model; 
11. validation of the model. 

13 
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CASE HISTORY: SAMPLE CALCULATION FOR A POWER 
PLANT AT LASALLE COUNTY, ILLINOIS, 

AND ITS COOLING ALTERNATIVES 

Procedures for eva luating site alternatives 
with energy methods are illustrated by an exam­
ple, LaSalle County Station in Illinois. 
Seventy-f i ve miles wes t of Chicago a nuclear 
power plant is being constructed to go on line 
in 1980 (Fig. 5). The power plant was built on 
fertile farmland, and cooling was arranged with 
an artificial reservoir impoundment that dis­
placed farming activity. For this example, 
changes in energy flow and storage were esti­
mated for the plant as built compared with the 
initial pattern of landscape and economic use. 
Then the changes in energy flow and storage were 
estimated for the plant as if it had used a 
cooling tower in place of the impoundment. 
Third, the differences in energy flow and stor­
age were estimated as if the plant had been 
built on the shores of a large lake, using the 
lake for once-through cooling. 

Complex Energy Diagram for 
LaSall e County Station 

Figure 4 is a complex energy diagram used to 
inventory energy sources, environmental proces­
ses, and economic activities . The main compon­
ent blocks of the diagram are the ones in the 
simplified Fig. 1. Details of important stor-

ages and productive processes are shown within. 
Starting with energy sources on the left, notice 
the sun's role in driving productivity of agri­
cultural production, natural production of 
fallow lands, and the photosynthetic production 
within the reservoir. The Illinois River 
flowing nearby is shown carrying salts, nutri­
e nts, heavy metals, and organic toxins. This 
water is processed through the reservoir and 
circulated to and returned from the power plant 
before being returned to the river somewhat more 
concentrated due to evaporation. The former 
economic · acti vity is the supply of fertilizer, 
goods and services to farming, the processing of 
grain products, and the export of the agr icul­
tural products to the main economy on the right 
in the diagram. Human settlements are shown as 
part of the agricultural communities, and, after 
the plant was constructed, supplying people and 
goods and services to the power plant opera­
tions. Other flows include taxes to government 
and control and other services from government. 
Wind is important in the photosynthetic produc­
tivity, in wave actions in the reservoir, and in 
dispersal of stack exhausts. The complex dia­
gram was developed first to inventory everything 
about the system of the plant and its environ­
ment before and after construction . The diagram 
helped document what was recognized and consid­
ered in the evaluation and what was understood 
to be involved in aggregated flows and storages 
in the simpler diagram (Fig. 1). 

Tables Evaluating Energy Change 

Referring to the aggregated diagram in Fig . 1, 
tables were made of the energy changes associ-

15 
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ated with each of the alte.natives. Table 4 has 
the ene.gy changes associated with the powe. 
plant as const.ucted using the .ese.voi. ove. 
ag.icultu.al land; Table 5 has the ene.gy chan­
ges associated with the altemative using cool­
ing towe.s; Table 6 has the ene.gy changes asso­
ciated with the alte.native of putting the plant 
on a la.ge lake. In each table the changes a.e 
those in the diag.am in Fig. 1, and in mo.e 
detail in Fig. 4. -In each, the actual ene.gies 
we.e calculated, the change in ene.gy deter­
mined, and then multiplied by the ene.gy t.ans­
fo.mation .atio to exp.ess the flow 0. sto.age 
in embodied solar ene.gy. The details of each 
calculation a.e given in footnotes to the 
tables. 

Compa.inq Alte.natives 

The cooling alte.nati ves a.e now compa.ed in 
Table 7. "Total P.oduction Change" is the alge­
b.aic summation of all calculated changes in 
energy flow. The first column is without changes 
in storages in biomass, soil, and existing 
assets; the second column includes loss of sto.­
ages. The totals omitting storages would pro­
vide the steady state, long-.ange comparison, if 
such items as decommissioning and reconst.uction 
were also included. 

The altemative with the greates t net inc.ease 
in productivity is identified f.om this compa.i­
s on of energy flow. The altemative with the 
lar gest productivity increase contributes the 
most net environmental and economic work. Con­
struction of the plant on a large lake, using 
once-through cooling, is therefore the most 

favorable alternative, wi·th a total productivity 
increase of 26322 x 10 3 solar Cal/yr. This 
assumes there are no institutional restrictions. 
The use of an artificial cooling lake is the 
poorest alternative, with an inc.ease of 24968 x 
1013 solar Cal/yr. The difference in pro­
duction increase between the mos t aQd least 
favorable alternative is 1354 x 1013 solar 
Cal/yr, or 5.41~ of the present system. 

Then, as done in the last column in Table 7, the 
dollar equivalents of embodied ene.gy are gi ven 
using the ratio of total embodied energy to 
total dollar flow in GNP for 1980. This is an 
estimation of the ultimate impact on the economy 
of the energy flows estimated and is done to 
gi ve perspective to those used to thinking in 
terms of money. By these results an increase in 
values of up to 199 million dollars per year is 
poss ible. 

The items in the table have a large range of 
magnitude. Inspection helps to .ecognize fac­
tors of greater impo.tance for consideration in 
planning. In the LaSalle example, major factors 
a.e value of soil, on-going ag.iculture, costs 
of cooling towe.s, and diverted electricity. 

17 



Table 4. Embodied Energy Evaluation of Changes due to Construction and Operation of LaSalle County Station with Cooling Reservoir. 

F low or 
Storage 
(letter 

in Fig. 1) Items of Change 

6A 

68 

65 

Power Plant Productiv e Contribution 

Environmental Production Changes by Land Uses 
Gross production of forest, marsh, and old field 
Agricultural production 
Gross production of other managed vegetation 
Gross production of lake 

Changes in Stored Resources 
Wood biomass 
Soil 
Farm assets 

Changes in Inputs fr om Main Economy 
6C , Fertilizer 

Machinery 
Labor 
Commodities 

6C 2 Operation and maintenance greater than a1 ternati ve 
Capital investment greater than alternative 

Changes in Fuels and Other Energy 
M 1 Liquid fuel 

Electricity frOOl outside 
Nuclear fuel goods and services more than alternative 

fiF 2 Nuclear fuel IOOre than alternative 

Changes Related to Environmental TeChnology and Wastes 
Entrainment 
Entrapment 
Heat impact on primary production 
Chemical impact 

Algebraic Summation 

Change in 
Actual Energy 

Cal /V 
10 

+ 9,720 

+ 

+ 
+ 

22.0 

23.1 
41.2 

0.233 
37.7 

1.28* 

5.05 
1.29* 
0.015 
0.743 
o 
5 

2.44 
0.947 
o 
o 

0.00981 
0.00112 
0.0502 
0.44056 

ETR, 
Energy 

Trans formation 
Ratio 

Sol ar CallCal 
103 

27.2 . 

0.34 

0.34 
0.20 

2.89 
119 

6.8 

1990.0 
6.8 

887 
67.0 

6.8 
6.8 

11.5 
27.2 
6.8 
0.306 

75.5 
85 . 0 

0.20 
35.7 

Change in 
. Embodied Energy 

Solar Callyr 
1013 

+26,438 

+ 

+ 
+ 

0.75 

0.79 
0.82 

0.067 
449 

0.87 

1005 
0.88 
1. 33 
4.98 
o 
3.4 

2.81 
2.58 
o 
o 

0.0741 
0.0095 
0.0010 
1.57 

+24,968 

Footnote 

2 
2.1 
2.2 
2.3 
2.4 

3 
3.1 
3.2 
3.3 

4 
4.1 
4.2 
4.3 
4.4 
4.5 
4.6 

5 
5.1 
5.2 
5.3 
5.4 

6 
6.1 
6.2 
6 . J 
6 . {, 

*Ca1culated frum cust uf goods and se rvices, converted to Calories using average energy-duUar rat io for that year (fig. 3 and Table (2). 
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Footnotes to Table 4 

1. Power plant productive contribution - fj,A 
The primary benefits of LSCS operation will be the annual production of 11.3 billion KWH of electric power (Nuc lear Regulatory 
Commission [NRC] 1978, Table 10.1) 

/::,A = +( 11.3 x 109 KWH/yr)(860 Cal/KWH) 

= + 9 . 72 x 1012 Cal/yr 
ETR = 27.2 x 103 solar Cal/Cal (Table I b) 

2. Environmental production changes by Jard uses - 68 (Energy transformation ratios in footnot e 2.b) 

8e fore Arter 

Prod x 107 

Area-acres Cal/acre"yr Total prod x Area Prod x 107 

(footnote 2. a) (footnote 2.b) 1010 Cal/yr acres Cal/ac r e 'yr 

2.1 Natural systems 
Forest 265 7.40 1.96 215 7.40 
MClrsh 37 3.40 0.13 24 3.40 
Old field a 2.56 a 1022 2.56 

Subtotal 2.09 

2.2 Agr iculture 
Crops 3059 9.87 30.19 a 9.87 
Fallow 475 1.86 0 .88 a 1.86 

Subtotal 31. 07 

2.3 Other manClged 
Homes ites 49 4.94 0.24 a 4 . 94 
Structures, c leared a a a 49 a 
MClnaged vegetat ion a 4.94 a 517 4.94 

Subtotal 0.24 

2 . 4 Lake a 2.00 a 2058 2.00 

*T his change was omitted from summat ion. Instead chanqes in inputs to aqr icu I ture were cal cu 1 ated i 

Total Prod Change 
x 1010 

Cal/yr 1010 Cal/yr 

1.59 
0.08 
2 . 62 
4 . 29 + 2.20 

a 
a 
a -31 .07' 

a 
a 

2.55 
2.55 + 2.31 

4.12 + 4.12 

(see 6C's and 6F ' s). 
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2.a. Acreages of vegetation and land use subsystems (from Figs. 6 and 7). 

Preplant With Plant Pr eplant With Plant 

Plant Site (3061) Railroad spur and tower bases ( 127) 
Soybeans 1450 Lake 2058 Soybeans 65 Old field 98 
Corn 971 Managed vegetation 517 Corn 39 Right of way 29 
Hay 161 Old fi eld 466 Hay 6 
Oats 146 Structures 20 Oats 6 
Pasture 13 Pasture 0 
Fallow 267 Fallow 11 
Forest 0 Forest 0 
Marsh 13 Marsh 0 
Homesites 40 

Pipeline Corr i dor (697) Tota l (3885 ) 
Soybeans 75 Old field 458 Agriculture 3059 Lake 2058 
Corn 111 Fo rest 215 Fallow 475 Old field 1022 
Hay 16 Marsh 24 Forest 265 Managed vegetation 517 
Oats 0 Homesites 49 Forest 215 
Pasture 0 Marsh 37 Structures , right 
Fallow 197 of wa y 49 
Forest 265 Marsh 24 
Marsh 24 
Homesites 9 

2.b. Cr oss primary productivit y of l and uses. Productivit ies in 107 Cal/acre·yr.* 

Gross Primary Productivity, 
System 107 Cal/acre·yr Note 

Forest 7.40 
Marsh 3.40 2 
Lake 2.00 3 
Old fi e ld 2.56 4 
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2.b. (Continued). 

System 

Crops 
Fallow 
Homesites 
Structures, cleared 
Managed vegetation 

*Energy transformation ratios: 

Gross Primary Productivity, 
107 Cal/acre'yr 

9.87 
1.86 
4.94 
o 
4.94 

Natural systems = 340 globa l solar Cal/Cal for terrestrial, 200 for aquatic (Table 1b). 

Note 

5 
6 
7 
8 
9 

Agriculture = 38D solar Cal/Cal, an average of 2175 solar Cal/Cal for curn (Table E1a) and 5491 solar Cal /Cal for soybeans 
(Swaney 1978); 

Managed vegetation and homesites = 340 solar Cal/Cal (assumed equa l to natural systems) . 

1. Forest - From Smith 1980 (after Burgess and O'Neill 1976) 
(2150 9 C/m2·yr)(8.5 Cal/g C)(4047. m2/acre) = 7.40, 107 Cal/acre'yr 

2. Marsh - From Odum 1971 
(8400 Cal/m2 ' yr)(4047 m2/acre) = 3.40 , 107 Cal/acre'yr 

J. Lake - After Wetzel 1975, estimate for moderately eutrophic lake 
(4.93 , 103 Cal/m2' yr)(4047 m2/acre) = 2.00 , 107 Cal/acre'yr 

4. Old field - After Whittaker 1975, average over 40 yr 
(6.326 , 103 Cal/m2'yr)(4047 m2/acre) = 2.56 , 107 cal/acre'yr 

S. Crops - From Odum 1971, value for fuel subsidized agriculture (alfalfa) is 24 ,400 Ca 1/m2 'Yf 

(24,400 Cal/m2 'yr)(4047 m2/acre) = 9.B7 , 107 Cal/acre'yr 
6. Fallow - Generally only fallow for 2-4 yr at most. From Whittaker 1975, productivity of old field at 1.5 yr is 

(4.6 x 103 Cal/m2'yr)(4047 m2/acre) = 1.86 x 107 Cal/acre'yr 
7. Homesites - Same as managed vegetation (Note 9) 

4.94 , 107 Cal/acre ' yr 
8. Str uctures, cleared 

No productivity 
9 . Managed vegetation - Considered as planted, fertilized, selective l y herbicided , mowed grass, estimate approximate1y 0.5 

productivity of alralfa 
(24,400 Cal/m2·yr)(0.5)(4047 m2/acre) = 4.94 x 107 Cal/acre'yr 
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3. Changes , in stored resources - ~S 

Prorate losses over 40 yr. 

3.1 Wood biomass 

3.2 Soil 

50 acres of trees lost in pipeline corridor (see 2.a) 
forest biomass = 4.6 x 104 Cal/m 2 - Missouri Oak Hickory (Appendix E, Table E32) 
(50 acres)(4047 mZ/acre)(4.6 x 104 Cal/m2)(1/40 yr) = 2.33 x 108 Cal/yr 
ETR = 2.89 x 103 solar Cal/Cal (Tab le 1) 

Soil under lake scraped to clay, basically lost as farmland 
1.81 x 105 Cal/m2 = soil energy content (Appendix E, Table E38) 
( 1.81 x 105 Cal/m2)(2058 acres)(4047 m2/acre) (1/40 yr) = 3.77 x 1010 Cal/yr 
ETR = 11.9 x 104 solar Cal/Cal (Table 1) 

3.3 farm assets 
Assets = 4.14 x 103 Cal/m2 (from Appendix E, Table E38) 
Land lost to agriculture = 3059 acres (see 2.a) 
(4.14 x 103 Cal/mZ ) (4047 m2/acre)(3059 acres)(1/40 yr) = 1.28 x 109 Cal/yr 
ETR = 6.8 x 103 solar Cal/Cal (Table 1) 

4. Changes in inputs fran main economy - ~ C 
(Agriculture values and ETR ls from Tabl es [ 1 and (37) 

4.1 fertilizer 
Decrease: (4.15 x 102 Cal/m Z· yr)(4047 m2/acre)(3059 acres) = 5. 14 x 109 Cal/yr 
Increase: estimate 10% of corn rate, used only on managed vegetation 

(0.10)(4.15 x 102 Cal/m2·yr)(4047 m2/acre)(517 acres) = 8.68 x 107 Cal/yr 
Net decrease: 5.05 x 109 Cal/yr 
ETR = 1.99 x 106 solar Cal/Cal (Table lb) 

4.2 Machinery 

4.3 Labor 

22 

(1.04 x 102 Cal/m2·yr)(4047 m2/acre)(3059 acres) = 1.29 x 109 Cal/yr 
ETR = 6.8 x 103 solar Cal/Cal 

(1.21 Cal/mZ·yr)(4047 m2/acre) (3059 acres) = 1.50 x 107 Cal/yr 
ETR = 8.87 x 105 solar Cal/Cal (Table lb ) 



4.4 Commodities 
(0.6 x 102 Ca1/m2·yr)(4047 m2/acre)(3059 acres) = 7.43 x 108 Cal/yr 
ETR = 6.7 x 104 solar Cal/Cal (Table D7, footnote 18d) 

4.5 Operation and maintenance 
Machinery, labor, commodities estimated from operational costs of power plant (nonfuel) (NRC 1978) and prorated decommissioning 

costs. This value is then converted using 12,500 Cal/$ (Fig. 3 and Table E2) 
($34 x 106/yr + $0.88 x 106/yr)(12.5 x 103 Cal/$) = 4.36 x 1011 Cal/yr 
ETR = 6.8 x 103 solar Cal/Cal (Appendix E, Table (7) 

This alternative least and was taken as zero change 

4.6 Capital investment 
From Atomic Energy Commission (AEC) 1973, estimated cost of pJant with 4480-acre lake i s $542.9 x 106 . From AEC 197.3, cost uf 

4480-acre lake is $48.4 x 106 . Cost of plant minus cooling is therefore 
($542.9 x 106) - ($48.4 x 106) = $494.5 x 106 

From AEC 1973, the relative cost of cooling systems translated to constant dollars is: 
Reservoir 0.85 
Coo ling tower 1 .00 
Once-through 0.54 

From AEC 1973, cost of cooling tower system is $33.5 x 106 . Using this 

three a I ternati ves are Un 1973 $): 
Reservoir ($494.5 x 106) + (0.85)($33.5 x 106) = $523 . 0 x 106 

Cooling tower ($494.5 x 106) + (1.00)($33.5 x 106) = $528.0 x 106 

Once-thruugh ($494.5 x 106) + (0.54)($33.5 x 106) = $512.6 x 106 

For cooling reservoir, total prorated capital investment is therefore 
($523.0 x 106)(19.6 x 103 Cal rr/$)(1/40 yr) = 2.56 x 1011 Cal/yr 
ETR = 6.8 x 103 solar Cal/Cal (Appendix E, Table (7) 

Difference between this value and minimum case appears in table. 

5. Change in fue I 5 and other energy - !J. F 

5.1 Liquid fuel 

system as a base, total capital investments for the 

Value for fuel used in ~gricuJture = 1.97 
(1.97 x 102 Cal/m2·yr)(4047 m2/acre) (3059 
ETR = 11.5 x 103 (Table lb) 

x 102 Cal/m2· yr 
acres) = 2.44 x 

(A~pendix E, Table (7) 

10 Cal/yr 

5.2 Electricity 
Electricity used III Clgriclliture = 7.65 x 101 Ca)/mZ ' yr (Appendix E, TCible E37) 
(7 . 65 x 101 Cal/m2· yr)(4047 m2/acre)(3059 acres) = 9.47 x 108 Cal/yr 

ETR = 27.2 x 103 solar Cal/Cal (Table lb) 
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5.3 Nuclear fuels goods and services 
Cost of nuclear fuel is $61 x 106/yr (NRC 1978) 
($61 x 106/yr)(12.5 x 103 Cal/$) = 7.63 x 1011 Ca l /yr (coal equivalents) 
ETR = 6800 solar Cal/Cal (Table lb ) 
This alternative least and was taken as zero change. 

5.4 Nuclear fuel energy 
(109 Cal uranium used/l .95 Cal electricity produced)(9720 x 109 Cal electric ity produced) = 543 , 323 x 109 Cal/yr 
ETR = 306 solar Cal/ uranium Cal (Table lb) 
This alternative leas t and was taken as minimum (ze ro change). 

6. Changes related to environmental technology and wastes - t:. w 

6.1 Entrainment 
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Entrainment mortality for zooplankton (Kemp et al. 1977) 

PE = N x m )( M )( K )( R x Q (in heat Calories) 

where, N = numerical density (individual/m3) 
m = mass per indiv idual (kg/individual) = 0.68 x 10-8 kg/indi vidua l 
M = metabolism per mass (Cal/kg'day) = 500 Cal/kg'day 
K = ent rainment mortality 
R = Joss of metabolism (days to replace) = 10 day 
Q :: dail y circul ating water flow (m3 / day) 

For LSCS plant: 
Zooplankton population density varies among sampling periods, stat ions, and years. The ave rage density of copepoda in the 

Illinois River (NRC 1978, Table 2.11) in 1976 was N = 5705 number /m3 
Assume all carried to l ake in makeup line are lost to river , therefore, replace entrainnent mo rt.ality by removal factor -

1.0, but some are also supplied to river in blowdown wate r from lake . Also assume densit y in lake equal to density in 
river (a reasonabl e assumption, as 4 unit/ liter typical lake value) (see Wetzel 1975). 

Some zoopl ankton from lake to rive r wi 11 be ki lI ed by ent rainment (30%). 

When LSCS plant i s in full ope ration (Commonweal th Edison Company [cEcl 1977; ER-OLS, Table 3.3-1), the intake makeup water 
fJow and blowdown water flow wi)) be 92 . 5 e fs and 51.1 ers, respectively. 

Thus, PE = N x m )( M )( K ~ R x Q 
PE = (2.83 x 10-2 m3/ft 3)(J . 15 x 107 s/yr)(5.705 x 103 unH/m3)(0.60 x 10-8 kg/unit)(5 x 102 Ca l / kq·day)(1.0 k i ll )( 10 day) 

(92 .5 cf. - [0.7][51.1 cfs]) 
= 9.81 x 106 Cal/yr 

Energy transformation ratio (Kemp et a J. 1977) 
ETR = 11 . 1 CE Cal/Cal x 6,800 global solar Cal/Cal 

= 7.55 x 104 Bo lar Cal/Cal 



6.2 Entrapment 

Qualitative information in CEC, ER-OLS 2.2.1.9 indicate low quality, l ow diversity of fish populations. No quantitative data on 
fish populations in appropr iate section of river avai l ab l e . Use data from Kemp et a!. ( 1977 ), adjust for lowe r flow rate. 

fish lost (Kemp et a1. 1977) = (2.00 x 107 Cal/yr) 
ci rcula t ion rate (Kemp et al. 1977) = (3 .4 x 106 m3/day)(35.31 ft 3/m3)(1 day/8.64 x 104 s) = 1,390 cfs 
fish lost = (2.00 x 107 Cal/yr)(78 c fs/1390 cfs) = 1.122 x 106 Cal/yr 
ETR (Kemp et al. 1977) = 25 CE Cal/Cal 

adjust to 12 .5: 1 for lower quality fish = (12.5 CE/Ca l )(6800 global solar Cal/CE Cal = 8.5 x 104 so l ar Cal/Cal 

6.3 Heat i mpact 

Maximum area of plume (3° r e xcess isotherm) :: 4.1 acre (NRC 1978, rig. 5.1). Estimate average temperatu re increase in 3°r 
excess isotherm as sOr ( NRC 19 78, Fig. 5.1). A possible decrease in metabolism of 50% for affected area (Kemp et al. 1977). 
Average primary productivity (NRC 1978) 

(0 .74 + 149 .49 + 8.51 + 312.94) / 3 / 3 = 4 mgC m·hr=117 .92mgCm ·hr 

( 117.92 mg C/m 3'hr )( 1 g/1000 mg) (9 .0 Cal/g)( 12 hr /day) (365 day/yr)(1.30 m3/ m2)(4047 m2/ac re) = 2.45 x 107 Cal/acre'yr 
(2.45 x 107 Ca l / acre·yr)(4.1 acres)(0 . 50) = 5.02 x 107 Cal/y r 
ETR = 200 solar Cal/Cal (Table 1b) 

6 . 4 Chemical i mpact 

Ene rgy of loss of purity (increase in dissolved solids) is the Gibbs fre e energy 

"F ::: nRT pur it», of water without plant 
u ln purity of water with plant 

Purity of river water without power plant:: 1 - concent ration of dissolved so lids :: 1 - 444 mg / l :: 0.9995560 (NRC 1978) 
Purity of discharge water = 739 mg/l (N RC 1978) 
Average rive r water temperature::: 56°r (286.3°K) (N RC 1978) 
Average river flow without plant is 10,750 cfs (NRC 1978 ) 
Average plant makeup water is 92.5 cfs (N RC 1978 ) 
Average plant discharge water is 53. 1 c fs (NRC 1978) 
River flow downstream of plant, not including plant discharge will be 10,750 cfs - 92.5 efs :: lO,1? 57.5 cfs 
River flow downstream of plant, with plant discharge will be 10,657.5 efs + 53 . 1 efs::: 10,710 .6 cfs 
Total dissolved solids cbwnst re am of plant will be: 

(1 0, 65 7.5 cfs)(444 m~/ l ) + (53.1 cFs)(739 mg/l) _ 44545 I I 
1,IlO.b cfs - . mg 

Purit y dowAstream of plant = (106 - 445.45 mg/1)(1O- 6 l /mg) = 0.99955454 gig 
River Fl ow downst ream = (10,710 . 6 rt3/s)(l x 103 g/1)(28.32 Jlft3)(J.1416 x 107 slyr} = 9. 5292 x 1015 g/yr 
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'F = (1.99 x 10- 3 Cal/oK·mole)(286.3°K) 0.99955600 -8 
" 18 glmole 1n 0.99955454 = 4.62325 x 10 Cal/g 

Energy loss from loss of purity will be (9 . 5292 x 1015 g/yr)(4.62325 x 10-8 Cal/g) = 4. 4056 x 108 Ca l/yr 
ETR for river water purity = 3.57 x 104 solar Cal/Cal (Table 1) 
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Table 5. Embodied Energy Evaluation of Changes due to Construction and Operation of LaSal Ie County Station Assuming Cooling Towers." 

F J ow or 
Storage 
(Jetter 

in Fig. 1) Items of Change 

I1A Power Plant Productive Contribution 

liB 

liS 

I1A Z Electricity to Operate Cooling Towers 

Environmental Production Changes by Land Uses 
Gross production of forest, marsh, and old field 
Agr icul tural production 
Gross production of other vegetation 

Changes in Stored Resources 
Wood biomass 
Soil 
Farm assets 

Changes in Inputs from Main Economy 
Fertilizer 
Machinery 
Labor 
Commodities 
Operation and maintenance greater than al ternative 
Capital investment greater than a l tern~tive 

!J.F Changes in Fuels and Other Energy 
llF 1 Liquid ruel 

Electricity 
I1F2 Nuclear fuel goods and services more than alternative 

Nuclear fuel more than alternative 

Changes Related to Environmental Technology and Wastes 
Entrairvnent 
Entrapment 
Heat impact 
Chemica l imp<Jct 

Algebraic Summation 

Change in 
Actual Energy 

Cal/yr 
109 

+ 9,864 
144 

+ 

47.4 

15 .B 

2.9B 
1. B3 
0.268 

1.02 
0.269 
0.00313 
0.155 

13 
12 

0.510 
0.198 

11 
8,041 

0 .0 130 
0.00214 
0.0959 
1. 100 

EfR, 
Energy 

Trans format ion 
Ratio 

Solar CaJ/CaJ 

103 

27.2 
27.2 

0.34 

0.34 

2.B9 
119 

6.8 

1,990 
6.B 

887 
67 

6.8 
6.8 

11.5 
27.2 
6.8 
0.306 

75.5 
85 
0.20 

35.7 

Change in 
Embodied Energy 
Solar Callyr 

1013 

+2 6,030 
392 

+ 

1.61 

0.54 

0.861 
21.8 

0.182 

203 
0.183 
0.278 
1.04 
8.8 
8.2 

0.586 
0.539 
7.48 

246 

0.098 
0.0182 
0.0019 
3. 93 

+25,934 

*For symmetry of calculation with other a l ternatives, capacity was added for coo l irq tower:; so electric yield is the same. 

Footnote 

1 . 1 
1.2 

2 
2.1 
2.2 
2.3 

3 

3. 1 
3.2 
3.3 

4 
4.1 
4.2 
4.3 
4.4 
4.5 
4.6 

5 
5.1 
5.2 
5.3 
5.4 

6 
6. I 
6.2 
6.3 
6.4 
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Footnotes to Table 5 

Energy transformation ratios from Table 4 

1.1 Power plant productive contribution - I1A 
!::,A = 9.72 x 1012 Cal/yr (From Table 4, footnote 1) plus cooling tower electricity, 0.144 x 1012 Cal/yr 

E TR = 27.2 x 103 solar Ca 1/Cal 

1.2 Cooling towers will consume $4 x 106 of $270 x 106 production (AEC 1973) 

$4 x 106 
$270 x 106 = (0.0148) 

(0.0148)(9.72 x 1012 Cal/yr) = 1.44 x 1011 Cal/yr 
E TR = 27.2 x 103 solar Cal/Cal 

2. Environmental production changes by land uses - 68 

1280 acres needed (AEC 1973, Table XI-1), estimate 50% from forest, 50% from agriculture (from Fig. 5), 25Jo of total to be manaqed 
vegetation 

Productivity values from Table 4, footnote 2.b. 

2.1 Forest 
(640 acres)(7.40 x 107 Cal/acre·yr) = 4. 74 x 1010 Cal/yr 
ETR = 0.34 x 103 solar Cal/Cal 

2.2 Agriculture 
(640 acres)(9.87 x 10 7 Cal/acre·yr) = 6.32 x 1010 Cal/yr 
Not included in surrmation; inputs to agricu lture were included instead. 

2. 3 Managed vegetation 
(320 acres)(4.94 x 107 Cal/acre·yr) = 1.58 x 1010 Cal/yr 
ETR = 0.34 x 103 solar Cal/Cal 

3. Changes in stored resources - ~ 

Prorate losses over 40 yr. 

3 .1 Wood biomass 
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From above, 640 acres forest los t 

Forest biomass (footnote 3.1, Table 4) = 4.6 x 104 Cal/m2 

(640 ac res)(4 .6 x 104 Cal/m2)(4047 m2/acre)(1/40 yr) = 2.98 x 109 Cal/yr 
ETR = 2.89 x 10} solar Cal/Cal 



3. 2 Soil 
Only soil lost is actual plant, cooling tower, and other hard surfaces, estimate at 100 acres 
Soil value (from footnote 3.2, Table 4) = 1.81 x 105 Cal/m2 

(100 acres)(1.81 x 105 Cal/m2) (4047 m2/acre) (1/40 yr) = 1.83 x 109 Cal/yr 
ETR = 11.9 x 104 solar Cal/Cal 

J. 3 F arm assets 
Assets' (From Footnote 3.3, Table 4) = 4.14 x 103 Cal/m2 
Land lost to agriculture = 640 acres (frOOl above) 
(640 acres)(4047 m2/acre)(4.14 x 103 CaJ/m2)(1/40 yrl = 2.68 x 108 Cal/yr 
E TR = 6.8 x 103 sol ar Cal/Cal 

4 . Changes in input from main economy - .6 C (val ues Ftom footnote 4, Table 4) 

4.1 Fertilizer 
Decrease: (4.15 x 102 CaJ/m2'yr)(4047 m2/acre) (640 acres) = 1.07 x 109 Cal/yr 
Increase: 10% of corn rate, on managed vegetation 

(0.10)(4.15 x 102 Cal/m2'yr)(4047 m2/acre)(3Z0) = 5.37 x 107 Cal/yr 
Net decrease: (5.37 x 107 Cal/yr) - (1.07 x 109 Cal/yr) = -1.0Z x 109 Cal/yr 
ETR = 1990 x 103 solar Cal/Cal 

4.2 Machinery 

4.3 Labor 

(1.04 x 10Z Cal/mZ'yr)(4047 mZ/acre)(640 acres) = -Z.69 x 108 Cal/yr 
ETR = 6.8 x 103 solar Cal/Cal 

(1.21 Cal/mZ'yr)(4047 mZ/acre)(640 acres) = -3.13 x 106 Cal/yr 
ETR = 8.87 x 105 solar Cal/Cal 

4.4 Commodities 
(0.6 x 102 Cal/mZ'yr)(4047 mZ/acre) (640 acres) = 1.55 x 108 Cal/yr 
ETR = 6.7 x 104 solar Cal/Cal 

4.5 Operation and maintenance 
Estimates as in footnote 4.5, Table 4. From AEC (1973) capability loss and excess operating and maintenance is $12,840,000 . 
(19.6 x 103 Cal/$)($IZ,840,000)(1/40 yr) = 6.Z9 x 109 Cal/yr more 
(4.36 x 1011 Cal/yr) + (6.Z9 x 109 Cal/yr) = 4.4Z x 1011 Cal/yr; increased 1.0148 for greater capaci t y = 4.49 x 1011 Cal/yr 
Difference from alternate in footnote 4.5, Table 4, (4.49 - 4.36) x 1011 Cal/yr = 0.13 x 1011 Cal/yr 
ETR = 6.8 x 103 solar Cal/Cal (lable 1) 
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4.6 Capital investment 
From footnote 4.6, Tabl e 4, capital investment for plant with cooling towers is $528.0 x 106 (1973 $). Capital investment is 

therefore: 
($528.0 x 106)(19.6 x 103 Cal FF/$)(1/40 yr) = 2.59 x 1011 Cal/yr; increased 1.0148 For greater capacity = 2.63 x 1011 Callyr 
DifFerence From lowest alternative in Footnote 4.6, Table 6, (2.63 - 2.51) x 1011 Callyr = 0 . .12 x 1011 Callyr 
ETR = 6.8 x 103 solar CallCal 

5. Changes in fuels aoo other energy - 6F 

5.1 Liquid Fue I 
From Footnote 5.1, Table 4, Fuel = 1.97 x 102 Cal/m2'yr) 
(1.97 x 102 Cal/m2'yr)(4047 m2/acre)(640 acres) = 5.10 x 108 Callyr 
ETR = 11.5 x 103 solar CallCal 

5.2 Electricity 
From footnote 5.2, Table 4, electricity = 7.65 x 101 Ca l /m2 'yr 
(7.65 x 101 Cal/m2'yr)(4047 m2/acre)(640 acres) = 1.98 x 108 Callyr 
ETR = 27.2 x 103 solar CallCal 

5.3 Nuclear fuel good aoo serv ices 
From Table 4, 7.63 x 10 11 Callyr plus 1.48% for cooling towers (footnote 1.2 ) = 7.74 x 1011 Cal/yr (coal equivalent); 

difFerence From alternative (7.74 - 7.63) x 1011 Callyr = 11 x 109 Callyr 
ETR = 6.8 x 103 solar CallCal 

5.4 Nuc lear fuel 
543,323 x 109 Cal/yr (fable 4) plus 1.48?o for cooling towers (footnote 1.2) = 551,364 x 109 Cal/yr; difference from alternative 

(551 ,364 - 543,323) x 109 Callyr = 8041 x 109. Callyr 
ETR = 306 solar Cal/uranium Cal 

6. Changes related to environmental technology and wastes - 6W 

6.1 Entrainment 
Estimate proportional to makeup 
Cooling lake makeup = 92.5 cFs (NRC 1978, Fig. 3.1) 
Cooling tower makeup = 121 cFs (AEC 1974 ) 
Cooling lake entrainment (from Table 4, footnote 6.1) = 9.81 x 106 Cal/yr 
Increased 1.0148 for greater capacity 

6 121 cFs 
(9.81 x 10 Cal/yr)(92.5 cFs) (1.0148) = 1.30 x 107 Callyr 

ETR = 75.5 x 103 solar Cal/Ca.! 

6.2 Entrapment 
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Estimate proportional to blowdown (value from footnote 6 .2, Table 4; blowdown values frum NRC 1978 and AEC 1974)i increased 1.0140 for 

greater capaci ty (1.12 x 106 Cal/yr)(100 cFs/53.1 c Fs) (1.0148) = 2.14 x 106 Callyr 
ETR = 8.5 x 104 solar CallCal 



6 . .3 Heat impact 

Calculations as in Table 4, assume impact proportional to blowdownj increased 1.0148 for greater capacity 
(5.02 x 107 Cal/y r)(100 cfs/53.1 cfs) (1.0148) = 9.59 x 107 Cal/yr 
E!R = 200 sola r Cal/Cal 

6.4 Chemical impact 
For cooling tower example, data for Commonwealth Edison's Byron plant is used (AEC 1974) 
Energy of loss of purit y (increase in dissolved solids ) is the Gibbs free energy 

'F = nR! 1 purity of water without plant 
u n purity of water with plant 

Purity of river water without plant = 1 - concentration of dissolved solids = 1 - 444 mg/ l = 0.9995 5600 (NRC 1978) 
Dissolved solids of discharge water will be approximately 4 times the lOS in the makeup water (AEC 1974), so 

(4)(444 mg/l) = 1,776 mg/l 
Average river water temperature = 56°r (286 .3 °K) (NRC 1978) 
Average river now without plant i s 10,750 cfs (NRC 1978) 
Average plant makeup water is 121 cfs (AEC 1974) 
Average plant discharge water is 28.90 c fs (AEC 1974) 
River rlow downstream of plant, not including plant discharge , will be 10, 750 e rs - 121 c rs = 10,629 cfs 
River flow downstream of plant, with plant discharge will be 10,629 crs + 28.90 crs = 10,657.9 cfs· 
Total dissolved solids downstream of plant will be 

(10,629 c fs)(444 m3/1) + (28.90 c fs)(l, 776 mg/l) 
1 ,657.9 cfs = 447.61 mg/I 

Purity downstream of plant = 1 - 447.61 mg/l = 0 .99955239 
River flow downstream = (10,657.9 ft 3/s)(1 x 103 g/I)(28.32 l/ft 3)(3.1416 x 107 s/yr) = 9.4823 x 1015 g/yr 

(1.99 x 10-3 Cal/"K·mole)(286.3'K) 0.99955600 -7 
11 F = 18 g/mole In 0.99955239 = 1.14315 x 10 Cal/g 

Energy loss fran loss of purity will be (increa sed 1.0148 for greater capacity) 
(9.4823 x 1015 g/yr)(1.14315 x 10-7 Cal/g)(1.0148) = 1.100 x 109 Cal/yr 

ETR = 3.57 x 104 solar Cal/Cal (from Table 1) 
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Table 6. Embodied Energy Evaluation of Changes due to Construction and Operation of LaSalle County Station with Once-Through Cooling. 

F low or 
Storage 
(letter 

in Fig. 1) Items of Change 

6A Power Plant Productive Contribution · 

Environmental Production Changes by Land Uses 
Gross production of forest, marsh, and old field 
Agricultural production 
Gross production of other vegetation 

Changes in Stored Resources 
Wood biomass 
Soil 
Farm assets 

~ C Changes in Inputs from Main Economy 

6F 

t£:1 Fertilizer 
Machinery 
Labor 
Commodities 

~C2 Operation and maintenance 
Capital investment 

Changes in Fuels and Other Energy 
6F 1 Liquid fuel 

Electricity 
6F 2 Nuc Jear ruel goods and services 

Nuclear fuel 

~w Changes Related to Environmental Technology and Wastes 
Entrainment 
Entrapment 
Heat impact 
Chemica I impact 

AJgebraic Summation 
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+ 

+ 

ETR, 

Energy 
Chanqe in Transformation Cha nge in 

Actual Energy Ratio Embodied Energy 
Cal/yr Solar Cal/Cal Solar Cal/yr 

109 103 1013 Footnote 

9,720 27 . 2 +26,438 

2 
23 . 7 0.34 0.81 2.1 

2. 2 
7.90 0.34 + 0.269 2.3 

3 
1.49 2. '89 0.431 3.1 
0 . 897 119 10.67 3.2 
0. 134 6. 8 0.091 3. 3 

4 
0.510 1,990 101.5 4.1 
0.135 6.8 0.092 4.2 
0.00157 887 0.139 4.3 
0 . 0777 67 0.521 4.4 
0 6. 8 0 4. 5 
0 6.8 0 4.6 

5 
0.255 11.5 0. 293 5.1 
0.0991 27.2 0.270 5.2 
0 6.8 0 5.3 
0 0.306 0 5.4 

6 
0 . 148 75.5 1. 117 6.1 
0.0412 85.0 0.350 6. 2 
3.01 0.20 0.060 6. 3 

+26,322 



Footnotes to Table 6 

Energy transformation ratios from Table 4 

1. Power plant productive contribution - tJ.A 
f',A = 9.72 , 1012 Cal/yr (from Table 4, footnote 1) 

ETR = 27.2 , 103 solar Cal/Cal 

2. Environmental production changes by lard uses - 68 

Estimate 50% as much land needed as for cooling tower option::: 640 acres. As in Table 5, assume 50% From forest, 50% from 
agriculture, 25% of tutal to be managed vegetation. Productivity values From Table 4, footnote Z.b. 

2.1 Forest 
(320 acros)(7.40 , 107 Cal/acre'yr) = 2.37, 1010 Cal/yr 
ETR = 0.34 , 103 solar Cal/Cal 

2.2 Agriculture 
(320 acre5)(9.87 , 107 Cal/acre'yr) = 3.16 x 1010 Cal/yr 
Not included in 5ulTJTlation; inputs to agricul ture were inc luded instead. 

2.3 Managed vegetation 
(160 acres)(4.94 x 107 Cal/acre'yr) = 0.79, 1010 Cal/yr 
ETR = 0.34 , 103 solar Cal/Cal 

3. Changes in stored resources - !J. 5 
Prorate over 40 yf 

3.1 Wood biomass 

3.2 Soil 

From above, 320 acres lost 
Forest biomass (footnote 3.1, Table 4) = 4.6 x 104 Cal/m2 
(320 acres)(4.6 , 104 Cal/m2)(4047 m2/acre)(1/40 yr) = 1.49 , 109 Cal/yr 
ETR = 2. 89 , 103 solar Cal/Cal 

Only soil lost is for pJant and other hard surfaces, estimate 49 acres 
Soil value (from footnote 3.2, Table 4) = 1.81 , 105 Cal/m2 

(49 acres)(1.81 , 105 Cal/m2) (4047 m2/acre)(1/40 yr) = 8.97, 108 Cal/yr 
ETR = 119 x 10' solar Cal/Cal 
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3.3 f arm assets 
Assets (from footnote 3.3, Table 4) = 4.14 x 103 Cal/m2 

land lost to agriculture = 320 acres (above) 
(320 acres)(4.14 x 103 Cal/m2) (4047 m2/acre) (1/40 yr) = 1.34 x 108 Cal/yr 
ETR = 6.8 x 103 solar Cal/Cal 

4. Changes in inputs from Main economy - f1 C 

Values from footnote 4, Table 4 

4.1 fertilizer 
Decrease: (4.15 x 102 Cal/m2·yr) (4047 m2/acre) (320 acres) = 5.37 x 108 Cal/yr 
Increase: 10% of corn rate, on managed vegetation 

(0.10)(4.15 x 102 Cal/m2·yr) (4047 m2/acre) (160 acres) = 2.69 x 107 Cal/yr 
Net decrease: (2.68 x 107 Cal/yr) - (5.37 x 108 Cal/yr) = -5.10 x 108 Cal/yr 
ETR = 1990 x 103 solar Cal/Cal 

4.2 MaChinery 

4.3 Labor 

(1.04 x 102 Cal/m2·yr) (4047 m2/acre) (320 acres) = -1.35 x 108 Cal/yr 
ETR = 6. 8 x 103 solar Cal/Cal 

(1.21 Cal/m2·yr) (4047 m2/acre) (320 acres) = -1.57 x 106 Cal/yr 
ETR = 8.87 x 105 solar Cal/Cal 

4.4 Commodities 
(0.6 x 102 Cal/m2·yr)(4047 m2/acre)(320 acres) = 7.77 x 107 Cal/yr 
E TR = 6.7 x 104 solar Cal/Cal 

4.5 Operation and maintenance 
Estimates as in footnote 4.5, Table 4 
from Table 4, operation and maintenance cost = 4 . 36 x 1011 Cal/yr same as for reference case 
ETR = 6.8 x 10J solar Cal/Cal 

4.6 .Capital investment 
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From footnote 4.6, Table 4, capital investment for plant with once-through cooling is $512.6 x 106 (1973 $). Capital investment is 
there fore: 

($512.6 x 106)(19.6 x 103 Cal FF/$)(1/40 yr) = 2.51 x 1011 Cal/yr 
ETR • 6.8 x 103 solar Cal/Cal (Appendix E, Table E37) 



5. Changes in fuels and other energy - f).F 

5.1 Liquid fuel 
From footnote 5.1, Table 4, fuel.: 1.97 x 10 2 Cal/m2 'yr 
(1.97 x 102 Cal/m2· yr)(4047 m2/acre) (320 acres) = 2.55 x 108 Cal/yr 
ETR = 11.5 x 103 solar Cal/Cal 

5.2 Electricity 
From Table 4, Footnote 5.2, electricity.: 7.65 x 101 Cal/m2 'yr 
(7.65 x 101 Cal/m2·yr)(4047 m2/acre) (J20 acres) = 9. 91 x 107 Cal/yr 
ETR = 27.2 x 103 solar Cal/Cal 

5.3 Nuclear fuel goods ar"d services 
From Table 4, 7.63 x 1011 Cal/yr 
ETR = 6.8 x 103 solar Cal/Cal 

5.4 Nuc lear fuel 
543,323 x 109 Cal/yr (Table 4) 
ETR .: 306 solar Cal/uranium Cal 

6. Changes related to environmental technology and wastes - /). W 

6.1 Entrainment 
Calculation as in footnote 6.1, Table 4 
Water through plant = 2862 cfs (NRC 1978, Fig. 3.1) 
Mortality.: 30% 
(2862 cfs)(0.30)(5705 units/m3)(0.68 x 10- 8 kg/unit)(500 Cal!kg·day)(l0 day)(2 . 83 x 10- 2 m3/ft 3)(3.15 x 107 s/yd 

= 1.48 x 108 Cal/yr 
ETR = 75.5 x 103 solar Cal/Cal 

6.2 Entrapment 
Calculation as in footnote 6.2, Table 4, assume proportional to flow 
(2.00 x 107 Cal/yr)(2862 cfs/1390 cfs) = 4.12 x 107 Cal/yr 
ETR = 85.0 x 103 solar Cal/Cal 

6.3 Heat impact 
Calculation as in footnote 6.3, Table 4, assume impact proportional to blowdown 
(5.58 x 107 Cal/yr)(2862 efs /53.1 cf,) : 3.01 x 109 Cal/yr 
ETR ; 200 solar Cal/Cal 

6.4 Chemical impact 
No change in disso 1 ved so] ids expected with once-through cool ing 
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Table 7. Comparison of Annual Energy Contributions and Dollar Equivalents for Cooling Alternatives. 

Alternative 

Existing plant 
with reservoir 

Plant with cooling 
towers 

Plant on large 
lake, once-through 
cooling 

Source 

Table 4 

Tab Ie 5 

Tab Ie 6 

Total Production Change 
Solar Cal x 1013(yr 

Without Storages With Storages 

25,418 24,968 

25,957 25,934 

26,333t 26,322 

1980 $ 
Equivalent§ 

x 106(yr 

3,672 

3,814 

3,871 

Difference 
Between Existing 

Plant 

x 106 $(yr 

+142 

+199 

§Productiol1 including storage losses divided by U.S. global solar energy-dollar ratio (68 x 106 Ca1/$) from Fig. 2. 
tAlternative with greatest increase in productivity. 
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EVALUATING ALL ENERGY FLOWS 

Given in Appendix E is a manual for evaluating 
any or all energy flows at a proposed site. As 
an example, energy flows are calculated for the 
LaSalle plant site area before construction when 
its pattern was agriculture, human settlements, 
and economic activity. For energy evaluation of 
alternative choices only those properties 
expected to change need to be evaluated. The 
more complete evaluation gives perspectives con­
cerning the basis of value, showing many major 
and minor environmental energy flows that are 
interacting in production. Many of these envi­
ronmental flows are directly and indirectly gen­
erated by the sun's energy, some locally and 
others elsewhere in the biosphere, as part of 
the general processes of atmosphere, oceans, and 
earth cycles. When the embodied energies 
responsible for many of the flows are calcu­
lated, they refer to the same original solar 
energy in whole or in part. For example, winds, 
rain, waves, and part of the geological energy 
of the land cycle are drawn from the main solar 
hea t engine working on the oceans. 

Es timating the total energy flow contributing to 
the area requires a procedure for identifying 
flows that represent the same original energy so 
that there is no double counting. One way of 
doing this is to use the largest of the embodied 

energies that come from the ocean-atmosphere­
biosphere and regard those smaller flows as gen­
erated by-products of the same processes. For 
example an area receiving more rain than average 
has more embodied energy of the sun as rain than 
it receives as sun or as wind. 

To determine such alternatives as whether to 
build a power plant or not, energy evaluation of 
the larger area served by the plant is required, 
considering energy flows with and without the 
plant. A larger scale of analysis is required 
than the size of the alternatives to be evalu­
ated. 
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APPENDIX A* 

Energy Analysis, 
Energy Quality, 
and Environment 

Howard T. Odum 

Energy analysis is the modeling of systems accompanied 
by an evaluation of the energy f l ows inherent in the system. 
It includes a synthesis of parts into whole patterns where 
energy flow is used as the common unit of measure among 
parts. In practice, energy analysis starts with a diagram 
of important flows, structures, storages, and process inter­
actions. Such a diagram is accompanied by numerical evalu­
ation and appropriate t abular documentation . This evaluated 
energy diagram shows simultaneously energy balances, energy 
transformations, kinetics, ma'terial flows , information flows, 
and work transformations. From this basic energy diagram, 
various aggregate calculations and simulations can be car­
ried out . These result in an evaluation of the role parts 
of the system play in maintaining the vitality of the whole. 
Energy analysis shows common characteristics among sys tems 
of different types and suggests new energy concepts. 

The energy flows of one type required to support energy 
flows in another part of the system define the energy cost 
of that part, and the energy cost is often a measure of the 
potential value of the part to the system as a whole. The 
quality of energy is measured by the Calories of one type 
that can generate ' a Calorie of other types, and the ratio 
suggests which features of the system must have large ampli­
fier effects to justify their accumulated energy cost. 

As part of the basic science of energetics and systems, 
energy analysis diagrams have been used for a half century 
in many fields to show overall relationships and resources. 
In recent years, as fossil fuel supplies diminish, overall 
environmental energy analysis procedures have become of 
sp~cial interest for showing the energy basis of the economy 
of humanity. This is a description of some of the methods 
of energy analysis as used both to understand the energetics 
of man and the biosphere and to evaluate alternative choices 
in energy use. The paper is divided into four parts. The 

*Reprinted from: Martha W. Gilliland, 
Analysis: ~ New Public Policy Tool. 
Press, Boulder, Colorado, 1978, pp. 
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o Energy sou rce (forcing function). 

source of external cause . 

1.. Heat sink, outflow of used energy. 

Energy interaction , one ~ype of energy 

amplifies energy of a different quality 

(usually a multip lier). 

Economic t ransaction and price func tion. 

Storage (state variable). 

Circulating energy transformer with 

Hichaelie-Henton kinetics (diminishing 

returns transfer function). 

On~o£f o;. on trol work (digital actions). 

Group s ymbols (1) autocata l ytic self-

ma in tena nc e unit s, (2) product i on units . 

and (J) general purpose box for misce l-

laneous subsystems . 

Fig. 1. Energy analysis symbols . 
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fi r st section includes a description of the basic energy dia­
gram and some of the theory which underlies data preparation. 
The second sectlon dlscusses the concept of eoergy quality, 
its evaluation, and its significance as a value measure. Th ;.=­
third section applies the concept of energy cost and ene rgy 
quality to rea l world natural and economic systems . The 
final section applies these same concepts to some a l terna­
tives of special interest in energy policy- making toda y . 

Preparing Energy Analysis Data 

Data in several forms are required for a full energy 
analysis of the system of interest; these data are de r ived 
from an e valuation of the heat equiv a l ents of energy flows. 
Certain t heoretica l factors which explain the observed pat­
terns o f e nergy flow in many sys t ems aid in data preparation 
and in diagramming . I n this section , the energy symbols 
used in diagramming are given first along with an example. 
Second , the evaluated energy flows (as heat equivalents) in­
herent in the e xample are given- - a fir s t law evaluation. 
Third , the maximum power theory, which may explain observed 
pa t terns of energy flow, is introduced. Fourth , some charac­
teristic webs o f energy flow which develop because of the 
maximum power theory are given. Finally, the concept of e n ­
ergy of equivalent qual ity is discussed via ~n energy cost 
diagram . 

Energy SymbolS and Diagrams 

Al though different symbols have been used by different 
authors diagramming systems for various purposes , the full 
potential of energy a nalysis requires tha t the symbols carry 
mathematical and energetic meaning simul taneous ly. For this, 
the energy a nalys is symbols in Fig. 1 are available as used 
and described in many books and papers since 1967 (1). An 
energy analysis diagram of Silver Springs , Florida ,-is given 
in Fig . 2 which shows the flows of ene rgy of many types and 
in several forms . It indicates how these flows interact as 
they do work and shows al l flows u l timately leaving the sys­
tem as degraded heat . Whi l e Silver Springs is predominate ly 
a " natural " system, note that its economic component is in­
cluded i n Fig. 2 . As the diagram indicates the work of the 
natural processes int erfaces and attracts t he flow of money 
in tourist-supported d evelopments . 

Fi rst Law Evaluation ; First Law Diagram 

The next step after diagramming t he s ys tem i s a numeri­

cal e valuation of the energy flows. 
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Fig. 2. Silver Springs, Florida , exampl e of an energy 
analysis diagram evaluated with numerical values of heat 
equivalents to form a first law diagr am (2). 

energy Qua~~ty and Environment 

In Fig. 2 the average heat equivalents stored or flowing 
per time are written on the diagram giving ~ne reader an 
overview of the pattern of external inflow of reSources, the 
inside storages in structure, the processes, and the feedback. 
control actions . Heat equivalents are the Calories of heat 
obtained from each form of energy if converted into heat. 
Since transfer into heat by definition and by the first law 
is 100%, heat equivalents are the common denominator of all 
flows. Even flows of material and information have energy 
accompanying them. 

All inflowing Calories must be accounted for in storages 
or outflows. If the diagram like'that in Fig. 2 is in steady 
state, inflows equal outflows. A heat equivalence diagram is 
a " first law diagram". There is generally no controversy in 
concepts about making a first law diagram, although there is 
ample room for error in getting the pathways and values 
correct and comprehensive. 

Maximum Power Theories 

Heat equivalence measures, or first law measures , pro­
vide no i nformation about the potential value of the energy 
for performing some work function . Second law consider­
ations , however, do. More precisely second law consider­
ations in combination with a time measure of en01:gy flo· ..... 
(which allows energy flow per unit time to be max~mized) 
may, in fact, explain why systems develop certain standard 
organizational designs . The observed patterns of energy 
flow and transfer in many kinds of systems seem readily ex­
pla ined by the theory of maximum power. This theory , if 
general, may make possible the restructuring of science to 
view systems o f many kinds as special cases of a few general 
patterns. The similarity in the design of systems helps the 
process of energy analysis, since energy diagrams can be 
drawn more easily when the basic plans for the shapes and 
configurations of pathways are suspected in advance. 

Apparently first clearly stated by Alfred Lotka in 
1922 (3), the maximum power principle states that systems 
which maximize their flows of energy survive in competition . 
Arnon9 the observed properties of real energy webs, which 
seem to be explained by this principle, are the cha racter­
istic patterns in Fig. 3 . Here the potential energy in the 
source is t r ansformed to a new kind of energy represented by 
the storage. Some of it is degraded in the process and some 
is transformed into a higher quality form with new charac­
teristics. Some of this stored higher quality energy is 
fedback in loops to interact with and amplify the incoming 
flow of low quality energy from the source . Systems develop 
chains of these storage-feedback units forming discrete 
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Fig. 3. Typical sub-unit observed in all systems . 
storage, depreciation r feedback, and production 
(transformation work) process. 

Note 
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energy levels. The transformation of energy from low to high 
quality via webs of storage-feedback units is ~pparently wha+ 
allows power to be maximizea in the system. 

The objective procedures of energy analysis given here 
do not require acceptance of the generality of the maximum 
power principle . However, the possibility that all systems 
can be easily generalized with these energy principles is 
responsible for some of the excitement developing in this 
area of science. Details on the maximum power theories are 
given elsewhere (~). 

Characteristic Webs 

Figure 4a shows this web of storage- feedback units found 
in real systems such as those of the biosphere and the econ­
omy of humanity. Note that thQ flow of energy from a pri­
mary source simultaneously generates diverging flows that 
converge back and interact again. Examining anyone storage 
unit on the diagram suggests that several energy inputs are 
required to sustain that storage. However, tracing. pathways 
back in the web shows that simultaneous diverging and recon­
verging pathways provide all inputs r each the by - products of 
the other. For minimum waste the flows can be adjusted so 
that no one of the necessary interacting pathways is any more 
limiting to the storage than another . 

When the energy from the source or sour c es on the left 
diverge , converge, interact, and loop in the characteristic 
manner shown, potential energy is degraded and dispersed in­
to the heat sink. It is no longer usable for work. As a 
result, the pathways on the right have relatively few heat 
equivalents, although their role as feedback controls may be 
just as important and essential as the flows with larger 
heat content on the left. The flows and structures on the 
right require the flows on the left, and vice versa. 

Diagram of Cost Equivalents 

~fter an energy web is drawn and the flows of heat 
equival ents are evaluated r the diagram shows the manner and 
extent to which the energy f lows within the system depend on 
the sources of energy . Another copy of the energy diagram 
can be used to write energy costs on all the pathways. This 
becomes an energy cost diagram. Figure 4b is an e xample . 
It is the same as Fig. 4a but evaluated in energy units of 
equivalent quality rather than in heat equivalents. The 
energy cost in solar equivalent s of each flow is written on 
the pathway. Since there is only one source for all flow 
pathways in this example , all pathways have the same numeri­
cal cost value. The values on an energy cost diagram are 
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(e) 

CALORIES HEAT 

EQUIVALENTS 

PER TIME 

1000 

CALORIES SOLAR 

COST EQUIVALENTS 

PER TIME 

ENERGY COST 

QUALITY FACTORS 

(RATIO OF (b) TO (0) 

CALORIES SOLAR 

PER CALORIE HEAT 

$ FLOW 

$ .05 PER T IME 

Fig. 4. Typica l form of energy web observed . (a) heat 
equivalent numbers included to form a first law diagram; 
(b) with solar cost equivalents written on pathways; 
(c) with solar energy qual ity fa~tors written on path­
ways; these numbers were obtained by dividing those in 
Fig. 4a by those in Fig. 4b ; (d) dollar f l ow . 
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not additive. Pathways diverging from a production process 
each have the same cost equivalents . When the~ reconverge in 
an interaction process , the output is not the ~um of the con­
verging flows. The cost value is that of the flow originally 
responsible for the interacting flows . In this example, the 
sun ' s flow is the cost of all the derived renewable flows. 

For several purposes of energy analysis, the equivalent 
cost diagram is a basic tool for determining which flows are 
impor tant . In it all numbers are expressed in Calorie equiv­
alents of the same type. 

In e xamples where there are two different outside energy 
sources, the energy cost equiva lents of two interacting flows 
may be greater than the cost in cases where all flows are 
mutual by products of one source. In that case, observed 
energy cost equivalents on the diagram may not be the thermo­
dynamic minimum cost. 

Evaluation and Significance of 
Energy Quality 

The discussion above indicated that the heat equivalent 
of an energy flow does not reflect the energy cost required 
to sustain the flow . The energy cost of sustaining a flow 
or a storage is a measure of ' its energy quality. Many heat 
equivalents are lost to the heat sink when luw qualit? "'!: nerg" 
is transformed to high quality energy . The more trarI 3 :::or­
mations that occur, the fewer heat equivalents that remain . 
But , as we have seen , the high quality energy with few heat 
equivalents is required via feedback to maintain the pre ­
ceeding transformations . Needed is a means to evaluate t his 
energy quality at each step. This section introduces a 
method for that evaluation and suggests that energy quality 
may be a measure of value. 

Work and a Scale of Energy 
Quality Transformation 

Maxwell defined work as energy transformation. Repre ­
sented by Fig . 4a and observed in systems of all kinds are 
chains of energy transformation i n which the Calories of heat 
equivalence are gradually conve rted into degraded heat of 
low quality while upgrading the remaining energy stepwise in­
to higher and higher quality (Fig. 4). For example there 
are food chains like that in the Silver Springs diagram of 
Fig . 2. Similar chains occur in the energy transformations 
of t he human industrial economy, in the chains of energy 
transfe r in the ear th ' s processes and the chains of bio ­
chemical action in cells, etc . 

If a system based on one e nergy source has bee n maxi­
mized for power t ransformation with the least waste (as 
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compared to alternative designs) , the n the ratio of two flows 
in a web diagram is the efficiency with whi ch one type of en­
ergy flow is transformed into another . For e xample , in 
Fig. 4a the ratio of B to A is O.lt. The reciprocal is the 
number of Calories of one type of energy required to generate 
another type. In this case, 1000 Calories of flow A are re­
quired to generate 1 Calorie of flow B. This energy quality 
ratio is defined as Q. 

Calorie flux o f type A 
Q= Calorie flux of type B in Calories per Calorie 

If the type of energy which is the input is put in the 
numerator and the type of energy that results from the trans ­
formation is the denominator, then the e nergy q uality ratios 
are greater than 1 . The e nergy quality idea is simple in 
chains from single sources. It is simply the energy of one 
type required to develop energy of another type and is a 
cost measure of the relative value of two types of energy. 
The ratio of the two flows of energy in heat equivalents is 
the energy quality factor for that transformation. It is 
hypothesized that there is a minimum energy cost for a tran~­
formation at maximum power. That cost represents an inherent 
thermodynamic limit be l ow which no improvement can be made . 
It is further reasoned that systems that have had a long 
period of evolution and survival under competition have ap­
proached these thermodynamic limits. Thus it is useful to 
develop tables of energy quality factors by evaluating en­
ergy analysis diagrams of long establi shed systems. When 
there are two sources , energy quality is calculated by ex­
pressing one source in quality units of the other type, 
using energy quality factors relating the two types of e n­
ergy as independently determined (4) . The complex web of 
varied flows that develops is appa~ently necessary to maxi ­
mizing each flow. Cost factors can be given in solar equi ­
valents or in uni t s of some other type of energy . Coal 
equivalents are often used. An a nalys is of a system which 
transforms the energy of the sun into wood and then into 
heat engines, indicated that 2000 Calories of sun a re re­
quired to produce 1 Calorie of steam, a Q ratio of 2000 
Cal/Cal. Do the geological processes which produce coal 
from sunlight do better? 

Diagram of Energy Quality Ratios 

Having drawn a first law diagram and a cost equival ence 
diagram, numbers for a diagram of energy quality ratios (Q) 
are obtained by taking the ratio of the cost equ ivalents to 
the heat equivalents (as in the example of Fig. 4c). This 
diagram shows the solar Calorie cost of each Calorie of 
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other type of energy flow. As o ne moves further downstream 
from the energy source , the energy quality ratio increases. 
Sometimes a table of cost equivalents is used ~o evaluate th~ 
diagram of energy qua lity factors which is then used with the 
first law diagram to calculate the diagram of cost equiva­
lents. 

Cost and Potential Effect 

Procedures thus far have shown how to calculate the 
energy cost of sustaining some component of a system . But 
how can the effect of that component on the rest of the sys­
tem (via its feedback pathways) be evaluated? In other 
words , what is the value of the pathway to the system? The 
maximum power theory sugges ts that the energy cost of a com­
ponent determines how its feedback flow will interact up­
stream. For the long selected s ystem, energy costs may have 
been minimized and energy amplifier effects are similar . In 
that case, energy cost measures energy effect and, therefore, 
is a measure of the energy value of the component to the sys­
tem . In other words, the ultimate potential value of an en­
ergy flow is equal to its minimal energy cos t, and it may be 
safe to assume that systems which have existed for long time 
periods have minimized their energy costs. Furthermore, 
maximum power theory as well as observed system structures 
suggests that the development of a web of en~rqy flows wh~c r. 

produces many kinds of energy at the same time is the most 
efficient way to transform energy to higher quality . 

For new, developing systems such as some new energy 
technologies, energy costs may not be minimized as yet. In 
those cases , present energy costs may exceed their effect. 
From the maximum power principle , however, it may be pos tu­
lated that any unit that does not feed back with an ampli­
fier effect that is at least as great as its energy cost may 
be a liability and will tend to be eliminated. 

When humans manipulate the energy flows in the economy , 
they affect the manner in which feedback flows interact with 
and amplify the upstream processes . Flows of energy which 
have high potenti al value (because of their high inherent 
energy costs) should be saved for uses with high amplifier 
effects. 

Many new technological mechanisms for ene r gy transfor­
mation arranged by man seem simple at first glance. But an 
energy diagram of those mechanisms (which forces one to 
identify the sources of energy) indicates that large amounts 
of high quality energy from a comp l ex web of natural and 
economic interactions sustains the new mechanism. The new 
mechanisms may use more energy than natural processes. For 
exampl e, Kemp (ll) analyzed desalination plants and found 
that the p r oduction of 1 calorie of chemical free energy of 
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fresh water required 3.1 calories in energy cost expressed as 
coal equivalents. This is about 6000 calories of ' nergy cost 
in solar equivalents and is higher than natural desalination 
by the sun in world weather processes (3215 cal/cal). 

Paradox of the High Energy Cost of 
Flows of Low Calorie Content 

Implicit in this discussion is the fact that the energy 
cost of maintaining a flow or component increases as the heat 
calories that flow contains decrease. I t is postulated that 
this concept is general because it is a property of all real 
energy webs observed. In energy d iagrams, such as that given 
in Fig . 4, the l ess a flow at the right seems to involve heat 
equivalent energy, the more heat equivalent energy there is 
behind it making that flow possible. Flows of valuable 
materials, information, human service, etc. seem to be low in 
energy whereas the energy flow that makes them possible may 
be very large. 

Webs of Energy Flow in Nature 
and in the Economy 

This section applies the concepts developed thus far to 
some examples of real world energy webs . By applying the 
concepts of e nergy cost , energy quality I and energy effect 
as well as the possibility that systems organize themselves 
into webs which maximize power, a great deal of insight into 
how real world systems function is possible. First consider 
the ~arth ' s surface and its biosphere where t he energy web 
is mainly based on solar energy . Second, consider energy 
webs controlled by humans with economic components . 

Solar Based Energy Web of the 
Biosphere and Earth ' s Surface 

Usually the flows of energy in the biosphere are con­
sidered i n parts as dictated by s uch discipline boundaries 
as meteorology, oceanography, and geology . But energy flows 
across discipline boundaries in the real world. The real 
world biosphere system operates as a web with all par t s work­
i ng in unison . Fig. 5 represents an attempt to diagram the 
many kinds of energy transformations and feedbacks that take 
place in the biosphere as it develops the wind, waves, and 
rain and its land cycles , chemical transformations and bio­
logical productivities . In the process of diagramming the 
biosphere model , many controversial quest i ons were raised . 
Before all the pathways can be evaluated with confidence , 
some of these ques t ions will need detailed analys is and some 
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require advances in science. Current calculations in heat 
equ~valents are given i n Table 2 and on Fig. 5 (~ first law 
diagram). Part of Table 1 was assembl ed from the ratios 
found. 

The point is that energy ana l ysis models are one wa y of 
stating hypotheses for further testing. For example, ac­
cording to older theories, the uplift of land iIi mountain 
building receives energy from the residual temperature gra­
dient between the deep earth and the surface (note the flow 
from res idual deep heat to continents in Fig. 5) . An al­
ternative theory, which eme rged as Fig. 5 was being devel­
oped , is that there is enough energy from the sun going into 
crustal work to drive most of the uplift cycle . Note (Fig. 
5) that energy from the s un becomes part of uplift proces ­
ses through the hydrological cycle, through chemical poten­
tial ener gy depos ited in sediments from photosynthesis and 
other biosphere activities , and from the heat from radio­
active substances that are concentrated into the surface 
cycle by differential photosynthetic, sedimentary, and geo­
thermal activity . 

The heat emerging from the earth as potential energy 
is about 1.27 calories per square meter per day (~). For 
a temperature gradient of 30QoC (from 60QoC to 300°C over a 
depth of 35 km) the carnot efficiency with which work could 
be done is 50%. Such a system , if operating ~c maximum 
power , might do mechani cal work with 25% effic L~ncy and pro­
duce 0 . 32 cal ories per square meter per day as mechanical 
work. Figure 5 shows more than this much work in rivers. 
The photosynthetic production buried in sediments is large 
enough to account for a good part of the emerging heat. 

Energy Webs Controlled by Humans 

Where pathways in a web are control led by humans , 
money circulates in closed l oops and flows as a counter cur­
rent to the flow of energy (see Figs. 4d and 6) . How and 
unde r what cir cumstances are the money f l ows and the energy 
flows related? 

In order to examine the relationship of energy and 
money, we consider four cases : the relationship (i ) at the 
point where e nergy obtained externally enters a system , (iil 
within a circulating money- energy loop internal to a system , 
(iii) in the overall U.S. economic system , and (iv) in cir­
culating money-energy loops at the end of the system web 
(the terminal or most down- stream point in the system) . 

Consider Fig . 6 in examining the point where energy 
enters t he s ystem . Money (the dotted lines on Fig . 6) cir­
culates around the feedback loops involving humans but not 
around the pathways of the environmental systems nor does 
it flow out of the system toward the sun or fuels in the 
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Table 2. Estimates for environmental energy flows of the 
biosphere in order of quality. See Fig . S . 

Type of energy 

Solar energy not including 
al bedo 

Solar energy reaching surface 
including heat reradiation from 
sky 

Table 
footnote 

1 

1 

Evapotranspirational energy flux 1 

Ozone absorption process 

Wind and storms 

Photosynthetic productivity 

Potential energy of rivers 
against gravity over continents 

Potential energy of rain purity 
compared to sea water over l and 

Tide 

Human labor 

Volcanic act i vity 

World fuel consumption 

Gravitational work of land 
uplift 

Seismic activity 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

Hea t equivalents 

calories/m
2
/day 

4600. 

9000 . 

1400 . 

896. 

14.6 

5 . 0 

0.42 

0 . 30 

0 . 119 

0 . 020 

0 . 0119 

0 . 265 

-9 
5 . 0 x 10 

- 5 
1. 92 x 1 0 

1. Sellars reference (!.Q.). 2. 1 3% of insolation, 
Ryabchikov (~) . 3. Hubbard (~). 4 . reference (~). 

3 
5 . River runoff, 37 , 000 km /yr; average e l evation , 875 m (~) 

2 4 3 15 3 2 
(10 cm/m) (3 . 7 x 10 km /yr) (10 ern krn ) 

3 2 -11 
(10 ern/sec ) (2.38 x 10 Cal/erg) 

14 2 
( 5. 1 x 10 m a rea of earth ) ] . 

3 
(875 km) (l g/crn ) 

[ (365 days/yr) 

Enel'gy QuaZity and 2nvil'onment 

Footnotes to Table 2 (continued) 

6 . Calories f ree ener gy per gram of water 

(2 Cal/deg. - rnole) (300 deg.) (0 . 0154) 
(18 g/rnole) (1000 g - eal. /Cal. ) 

Continental rain , 109 , 000 kID
3 (~). 

[(109 , 000 krn3 ) (1015crn3/krn3) (1 g/crn
3

) (5.1 

RT 1« (100/97.5) 

-4 
5. 1 x 10 Cal./g 

-4 
x 10 Cal/g) ] ~ 

[(5 . 1 x 1014rn2/earth) (365 days/yr)] = .30 cal./rn
2
/yr. 

2 
7. . 0058 watts/m (§.) i unlike other flows, tide is not from 

sunlight. 

9 8. (4 x 10 people) (2500 Cal. /person/day) 

14 2 
(5 . 1 x 10 rn /earth) 

9. .00058 watts (~) . 

10 . 1970 3 x U. S. consumption 

15 
10 Cal/yr 50 x 

(5 . 1 
14 2 

x 10 m /earth) (365 days) 

2 
0 . 02 Cal/rn /day 

o. :.:·~S 

11. 3.6 em uplift per 1000 years (l); 29% of earth surface 

continental (~) 

3 2 [ (10 ern/sec) (3.6 ern) (.29 continental) (3.6 ern) (2 g/ 

3 - 11 4 ~ 2 
ern) (2 . 38 x 10 Cal/erg) (10 crn/m) ] 

[ (365 days/yr) (1000 yrs) 

20 
12 . (15 00 x 10 ergs/yr (11) 

20 - 11 
(1500 x 10 ) (2 .38 x 10 Cal./erg) 

1 4 2 
(5.1 x 10 rn /earth) (365 days/yr) 

- 5 
1.92 x 10 
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ground . Clearly, the amount of work (energy effect) that 
goes with the circulating flow of money depends on those 
external inflows from the sun and fuels . But the money flow, 
at the point where external energy flows into the system, 
buys only the work that is being fed back from the economy 
that processes the energy. At that point , money does not 
reflect the eventual effect of the external energy. There­
fore , the money flow at that point is not proportional to 
the amount of energy entering from the external source. 

Second , consider the relationship of money to energy 
within a loop internal to the system. How do economic price 
mechanisms affect these internal energy flows? By elimina ­
ting limiting factors, the price mechanisms of an open market 
tend to facilitate the maximum flow of power through the 
whole network . For example, when a commodity becomes scarce 
and the price rises, more money (and thus more energy) flows 
through that pathway from upstream; that is, more money flows 
through the pathway in which the shortage occurs. The result 
is e l imination of the shortage . When a commodity is scarce, 
obtaining some of that commodity results in more energy 
effect than under non-scarce conditions (because obtaining 
the commodity opens a bottleneck of flows). Thus, t hat 
commodity is temporarily more valuable and justifies more 
energy cost. It is well established in economics that money 
flows into a pathway in response to the marginal effect of 
that pathway as a limiting factor . More money flows toward 
the commodity that is limiting output than toward any other 
commodity involved in producing the output at that time . It 
appears then that money flows are proportional to energy 
costs when energy costs and energy effects are equal. Fig. 4 
represents such a case . However, in the more usual examples 
of the present time where the economy is in a transient state 
and is heavil~ subsidized by fossil fuels, some energy flows 
are being used with less energy effect than their energy 
cost. In these cases, money flow and energy costs are not 
proportional. Separate money and energy diagrams identify 
such cases. To show the full facts of systems of energy and 
economics, a separate diagram of money flow should be in­
cluded with the first three already mentioned (Fig. 4d). 

Third, consider the case of the U.S . economic system. 
The overall money circulation (real GNP) can be related to 
the overall rate of energy inflow as a Calorie to dollar 
ratio. This ratio changes with time and measures overall 
inflation. The ratio of energy inflow to dollar of GNP de­
creases with inflation . While one can calculate an energy 
to dollar ratio where the energy counted is only that of 
concentrated fuels, a more meaningful ratio includes a ll 
sources, solar energy as well as fossil fuels . As indicated 
by Fig . 6 and others , the money flows depend on solar energy 

AIO 
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(as it is processed by the environment) as well as on con­
centrated fuels. Several questions were raised .at the sym­
posium about the possibility of double counting where the 
ratio of GNP to total energy flow is used to estimate the 
approximate energy contributions of goods, services, labor, 
and other inputs to a sector . These quest i ons are addressed 
in a note (14). 

The final case is that of the money-energy relationship 
at the end or termination of the web . In a system like that 
of Fig . 6, the high quality pathways at the end of the web 
(the far right on the diagram) contain a flow of energy 
which is the convergence of most of the energy interactions. 
These terminal flows may have nearly the same ratio of ener­
gy (in cost equivalents) to dollars as the overall system 
does. Given data on the f l ow of dollars in these terminal 
h i gh quality loops, an estimate of the energy flow (in ener­
gy cost equivalents) can be obtained by multiplying by the 
energy flow/dollar flow ratio for that year. 

Among the high quality loops at the high quality end of 
a web are the feedbacks of human service. These have very 
high energy quality factors and high amplifier control ac­
tions at their work interactions. Energy to dollar ratios 
are appropriate for estimating the energy cost involved in 
these feedbacks. The Energy Quality of a medical doctor's 
service may be as high as 4 x 1012 solar Calo~ l.es per '':alo-
rie . 

Considerable controversy exists as to what part of the 
energy support of humans as consumers is a regular necessary 
part of the support of the feedback. Maximum power theory 
and experience in analyzing systems suggests caution in dis­
missing as unimportant any part of a working and competing 
system. Because of its high quality and thus high energy 
cost, human service is the major part of any energy analysis 
and cannot be omitted. 

Evaluating Alternatives 

After energy diagrams are prepared and energy quality 
factors estimated , special calculations can be made to sug­
gest which features of a system or proposed system are ener­
getically important . Examples of such calculations are . 
given in this section for some cases of special interest 1n 
energy-environmental policymaking . 

Evaluating Net Energy 

Net e nergy is the difference between the yield of energy 
and the feedback r equired in a p rocess , where both flows are 
expressed in Calorie equivalen ts of the same type . A net 
energy calculation is made to evaluate a s ingle source to 
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La Rance , France 

Numbers are 
per year 

91.2 

Cal or ies 
Tidal 

Energy 

Energy Qual i ! y Fac !or = 150 = 
9 1 

Yield Ra!io = 162 = 
11.8 

13.7 

I. 7 Co I 

11.8 Cal CE 

162 Cal CE 

CE/C a l. Ti de 

Ne! Energy = 162 - 11. 8 = 150 x 1010 Cal CE 

Fig. 7. Example of net energy e valuation of a single 
source. Tidal energy converted t o electricity. Both 
e l ectricity and feedbacks of goods and services are 
converted to cost equivalents of the same type (fossil 
fuels as used in heat engines abbreviated FFE) . 

determine how important its contribution is. Figure 7 is an 
example. As i n procedures previous ly described, heat equi­
valents of the flows a re determined first . Then us~ng 

tables of quality f actors , solar or coal cost equivalents 
are estimated and written on the diagram. The d ifference 
between yield and feedback is the net energy (Y-F). 

To interpret the importance of the source to the econo­
my, t he ratio of the yield to feedback is calculated . High 
ratios mean that the source can support the development of 
more activity in the economy downstream to the right . When 
the yield ratio is small, t here is little energy to support 
activity other than that which supplies the necessary feed­
back. A system with only one sour ce which has developed a 
steady state has no net energy since it feeds back energy of 
equal cost to that delivere d (as illustrated by Fig. 4b). 
Where there are several sources and/or where there is growth 
with feedbacks not yet fully developed, analysis of a single 
s ource (as shown i n Fig. 8) can indicate the role of that 
source in supporting more economic development . A whole 
s ystem whi ch is in steady state has no net energy; it feeds 
all of its work from net ene rgy sources back to amplify 
interactions, subsidizing other sources, and maximizing 
power (as illustrated by Fig . 6) . 

The U. S. is running now on many sources with yield 
ratios of about 6 units yield for I fe :j back. . * Sources with 
higher yield ratios t han this are good primary :'i vurces and 
cont+ibute more to the economy. Sources with a lower ~atio 
a re being partially sibsidized by the main economy, since 
they yield less per unit received back than their competi­
tors. 

As was indicated earlier t he amount of circulating mon­
ey associated with the production of an energy source does 
not indicate the energy contribution of that external source. 
It only affects the overall energy to dol lar ratio later. A 
source need not be a good o ne (competitive) or have netener-
9Y to be economic. 
Evaluating Secondary Sources 

A secondary source is one that does not yield net ener­
gy a l though it does bring in additional energy to the system 

*In calculating the net energy and yield ratios of primary 
energy sources using the method described here, the e nergy 
costs include those associated with concentrated fuels, la­
bor , and solar energy as it is processed by the environment . 
All of these are necessary inputs and are present in the 
feedback loops whi ch allow the source to be develop. All 
must be e valuated in equ ivalent e nergy cost units prior to 
s umming. 

All 
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Fig . 8 . An example of evaluation of a n economic sector and 
source. 
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from the outside . A secondary source receives more energy 
in feedback than it draws from the environment , where both 
are expressed in Calorie cost equivalents of the sftffie type. 
However , secondary sour ce s are a major , necessary part of 
sys tems tha t have a n excess of high qua lity energy from one 
or more primary sources. High qua l ity energy does not 
generate effects commensurate with its energy costs unless 
it can i nteract with large quantities of l ow qual ity ene rgy 
such as sunl ight. For example , energy in rivers and fossil 
fue ls must be used in interaction with landscapes and sol ar 
e nergy to generate as much work a s these sources cost . The 
more the high quality energy can be spread out to interact 
with the solar energy the greater amplifier action it may 
have. Examples are irrigation , t ouris m, forestry, and 
fisheries. Al l of these depend on high quality fossil fuel 
sourc es which feedback , interac~, and amplify the solar 
e nergy required for crop producti on, forestry, fisheries, 
a nd tourism . But as these syste ms are now operated , solar 
energy is a secondary source and the high quality fossil 
fuels are their p r imary ener gy source. 

Eva luation of the secondary source interaction with 
high quality feedback is done in the example given in Fig . a 
Heat equivalents are evaluated fi r s t. Then cost equivalents 
of the same quality a re e va l uated . Then an investment ratio 
is calculated . The i nvestment rat i o is the rati o of feed­
back to the flow of new resource , where both are e xpresseu In 
Calories of the . same quality . A source is competitive when 
high quantit i es of new ex ternal e nergy are br ought in per 
unit of feedback energy invested to make the p r ocess possi­
b l e . In the U.S. as a whole, a us ua l ratio of feedback to 
inflow is 2 . 5 to 1 (both in energy units of t he same quali­
ty ) , 2.5 Calories o f energy invested via feedback for each 
1 Calorie that investment brings in externally. Ratios low­
er than t his are economic; ratios higher than this tend to 
be less competitive. 

Evaluating Consumer Feedbacks 

Some of t he h ighe r quali ty feedback loops of systems, 
s uch as human medical and governmental service , feedback 
their work with little direct interaction with external 
e nergy sources . Their contribution t o maximizlng power in 
the sys tem is in providing special mechanisms , materials , 
parts, control s , and information. Evaluating their cont r i­
bution involves comparison of their energy cost with their 
energy e ffect . Energy costs can be obtained from the basic 
ene rgy diagrams showing the energy f l ows required to de­
velop feedback. The effect, however, can be determined 
onl y by disconnecting the pathway and observing t he energy 
flows with a nd wi t hout the feedback int e r action. Often 
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these numbers are found by comparing similar sys tems which 
differ in having the concerned pathway. Often simulation 
models are used. This concept of consumer feedback with 
consequent amplifier action on the whole system can be illus­
trated by three examples, one involving no humans and two 
where humans are essential . 

A tropical forest plantation of Cadam trees in Puerto 
Rico has a productive net yield of photosynthesis 20 9/m2/ 
day (80 Calories/m2/day wood equivalents) as a monoculture 
without many consumers (5). In contrast, a fully developed 
ecosystem nearby (with fully developed consumers feeding 
back in an organized manner) showed an increase in this ba­
sic primary production. An increase of 7 g/m2/day (28 
Calories/m2/day), most of which was used by the consumers 
without any net energy, was measured. The system with con­
sumers contained more energy flow (power) than the same 
system without consumers . Most of the web of producer-con­
sumer interaction was required to maximize power. 

In systems involving human consumers, many think of 
human consumption as the terminal purpose of an economy. In 
contrast, human consumers really act as units which feedback 
services necessary for maximizing power under competition . 
Agriculture and space heating provide two examples . 

Only in primitive subsistence agriculture was crop pro­
duction a primary energy source that yielded net energy . In 
subsistence agriculture , yield ratios are about 2 to 1. By 
the time hl~an activities are coupled back into the system, 
the yield ratio is closer to 1 to 1. Most i ndustrial agri­
culture now receives more energy (in the form of fossil 
fuels) back from the economy than it yields (all e nergies 
measured in cost equivalents). Thus industrial agriculture 
is now a secondary source of energy. It is characterized by 
ratios of feedback to inflow energy of 2-10 to 1 (yield 
ratios of 0.1 - 0 .5 to 1). When agriculture (or other simi­
lar solar technologies) are carried out in tiny areas such 
as greenhouses, ratios of feedback energy to inflow energy 
are very high, 1000 to 1 or more (both in Calorie equiva­
lents of the same quality), or yield ratios of 0.001 to 1 or 
less. Since they take far more energy from the economy 
than they contribute, such operations are not sources of 
energy. Rather, these operations are consumer devices that 
use solar ene rgy to aid the flow of some other kind of ener­
gy. For example , greenhouse vegetables could be necessary 
for t he health of human beings on a desert island; the am­
plifier action would be that of the health differential and 
the energy cost would be justified because of its effect on 
human health. The energy effect is to i ncrease the power 
flow of the ent ire system (because the human populati on is 
healthier and can interact and do more work in other parts 
of the system). 

Ene~gy Quality and Envi~onment 

Neither a gas water heater nor a solar water heater 
yields net energy . A gas water heater takes l ~ · Calories to 
generate 1 Calorie of hot water. An evaluation of solar 
water ileaters as an energy conservation action (in compari­
son to natural gas heaters) suggests a savings ratio of 4 
Calories per Ca lorie; the system does s till not yield net 
energy . However, space heating is clearly required for hu­
man p r oductivity . It should be viewed as a consumer device 
whi ch is energy costly, but which is also energy effective 
via all of the feedback pathways involving human productivi­
ty. 

In summary, excess energy goes to consumers who feed­
back with an amplifier effect and make the whole system more 
effective. Undoubtedly in times of expanding energy, a 
system, which is already ahead of others i n competition for 
power, generates net energy that goes to consumers but does 
not immediately feedback to amplify some other flow in the 
system . The maximum power theory suggests that such unloop­
ed consumer flows are fairly random, but are creative , and 
after la t er selection, effective feedback interactions de­
velop . As energy excess decreases and growth slows , those 
feedbacks with greatest effect will survive; un looped con­
sumer flows will not. In order to plan for times of decreas­
ing net energy, it is important tha t we begin Bvaluatinq the 
energy cost and energy effect of the multitude o f conSUf.".er 
feedback loops existing in our economy . 

Evaluating Energy Conservation 
Alternatives 

Measures proposed to conserve energy can be evaluated 
on a Calorie per Calorie basis . The feedback of conserva­
tion service such as providing housing insulation or im­
proving car efficiencies can be evaluated in Calorie cost. 
Calorie savings can then be compared to the Calories fed­
back in the savings effort (where both are expressed in 
energy equivalents of the same quality). If the ratio of 
savings to feedback is greater than one there is a net ener­
gy contr ibution. The feedback is usually one of high qual­
ity goods and services, and data are usually expressed in 
dollars. The U.S . Federal Energy Administration has some­
times used the ratio of dollars spent to energy saved . 
This ratio is about the same as the ratio of energy spent to 
energy saved , since feedback o f high quality goods and ser­
vices can be evaluated with an energy to dollar ratio. 

Evaluating Environmental Impact 

The use of energy diagrams and energy analysis for 
evaluating e nvironmental impact has l ed to some exciting , if 
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controversial, insights into the appropriate use of :-;nVl.r.:"r ­

mental control technologies. Environmental aontrol tech­
niques are energy costly . The maximum power principle sug­
gests that their energy effect in maintaining human hea lth 
(e.g. a flue gas desulfurization system) and in maintaining 
environmental flows or fisheries (e . g. tertiary sewage 
treatment plants and cooling towers) ought to be at least 
equal to their energy cost and should involve external solar 
e nergy where possible. The investment ratios of these sys­
t ems (e .g. the ratio of energy invested in a tertiary sewage 
treatment plant to the energy flow that investment involves 
in solar energy interaction) ought to be as low as possible. 
Our analyses at the University of Florida indicate that some 
advanced technologies have very high investment ratios. In 
these cases, the energy flow in the environment that is 
ma intained or even amplified by the technology is too small 
to justify so much economic investment. Technologies with 
high investment ratios are poor users of the conservation 
dollar. 

A better fit of humanity and nature is obtained by 
coupling the wastes of the economic sys tem to the natural 
systems through interface ecosystems which can make more us~ 
of solar energy . Fig . 9 shows a general format for evalua­
ting such energy interactions with the environment. An ex­
ample is the recycling of treated sewage illt(l ..::ypress 3wamp ~ 
as was carried out in our Florida experiments (Fig . 10) . 
Compare the investment ratios of two alternatives for hand­
ling secondary sewage . A tertiary sewage treatment plant 
migh t be invoked to remove the nutrients from the effluent 
prior to its release into a river. The investment ratio for 
that alternative is 100 to 1 or more. At least 100 Calories 
of energy are invested in the trea tment plant for each 
Calorie of productivity in the coastal zone involved in the 
process (all Calories equivalent in quality). The alterna­
tive evaluated in the Florida experiment called for cycling 
the secondary treated sewage directly into a cypress swamp. 
The wastes were absorbed or transformed and valuable wood 
g rowth accelerated. The energy investment in the system 
(D in Fig. 9) was 11.5 x 106 Calories (coal cost equiva­
lents) per year per acre and represented mainly the cost 
of pipes and pumps. The ene rgy flow from the swamp (expres­
sed in coal cost equivalents) was 3 x 106 Calories per acre 
per year (B in Fig . 9). The investment ratio (the ratio of 
D to B in Fig. 9) is 3.8 to 1, a vast improvement over the 
100 to 1 ratio involved in a tertiary sewage treatment 
plant. 

Furthermore , the mining and manufacturing processes re­

quired to assemble raw materi als into a treatment plant de­
pend themselves on environmental energy flows. We have seen 
over and over again through these energy diagrams that the 



Fig. 10. Example of using a cypress swamp as an interface 
ecosystem to recycle wastes and maintain a high ratio of 
useful solar energy to purchased goods and services from 
the economy (~). 

Energy Qua~ity and Environment 

economic processes with which money is associated rarely 
take place in the absence of environmenta l pr9cesses (based 
on solar energy). The economic processes both interact with 
and depend on the environmental ones (e.g. manufacturing 
depends on the wind to dilute and disperse its air pollu­
tants). The processes of mining and manufacturing utilize 
and load the cleansing capacities of these environmental 
flows . For 100 units of energy invested in the tertiary 
sewage treatment plant about one third is environmental 
loading elsewhere. (The U.S . energy budget matches 2.5 coal 
equivalents of fuel energy with one coal equivalent of re­
newable environmental energy) . In the case of the treatment 
plant, utilization of 33 units (100 x 1/3) is more than the 
1.3 units (3.8 x 1/3) required for the recycling system. In 
addition to being poor investments, the distinct possibility 
exists that advanced environmental control technologies 
actually cause more environmental degradation than they al­
leviate. 

Summary 

Energy analysis is the basic science of energetics of 
open systems, which considers laws and principles by which 
energy flow generates designs of structure and process. A 
language of energy symbol diagrams helps develop models and 
organize data for analysis and synthesis. Understanding the 
contributions of external energy sources and internal mecha­
nisms is aided by preparing diagrams: (i) a first law dia­
gram of heat equivalent flows, (ii) a diagram with energy 
costs expressed in Calories of the same quality, (iii) a 
diagram with energy quality factors as related to sunlight 
or coal and (iv) a diagram with money flows . Energy analy­
sis studies are generating new concepts of energetics, sys­
tems organization, power spectra, and the energy basis of 
economics. 

Practical application of energy analysis includes cal­
culations of net energy to evaluate primary sources, cal­
culations of an energy investment ratio to evaluate secon­
dary sources , calculation of energy savings ratios to eval­
uate energy conservation ideas , and calculation of energy 
effectiveness ratios to evaluate which consumer roles are 
competitive. 

Because of its generality, energy analysis may be use­
ful as a point of departure in general education of students 
learning the unity of the world system of humanity, econo­
mics, and environment. 
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14 . Doubl e Counting Questions: Figure 8 shows the f l ows of 
energy and money in the general econo~y. It includes free 
environmental energies and external fuels from deposits 
which are also free since their external pathway 1:::; not 
accompanied by money . Al l Calor ies must be in cost 
equivalents (not heat equivalents) . The rough proportion is 
used to estimate th(~ energy feedback (F): 

Energy feedback (F) Money flow in LoOP (L) 
Total energy (T) including Total GNP 

environmental inputs 
In the example shown this is: 

F 0.14 x 10 l0$/y r 
1.4 X lO I2 $/yr 

F = 2.5 X l 015Kcal /yr 

A16 

Energy QuaZity and EnvironMent 

Because some of the energy of sources goes into the 0C' .. mOI!\' · 

and back to the sector as goods and services, one ~ust 
correct for double counting for some purposes.. Hhen dia­
grammed with energy circuit and money flows as shown in 
Figure 8 there is no question about what is meant and no 
question about what is the correct answer to the net energy 
questions. 

If the question is: how much of the energy of the main 
economy is feeding back with feedback F , the answer is 2.5 y. 

l015 Kcal per year of which 40% was originally from the sour= '~ 
S, since source S with 10 x 10 15 Calories is 40 percent of the 
total of 25 x 10 15 . If the question is what is the net cncr'Y 
contribution of source S. , then one subtracts F from P . tn 
the example 10 - 2 . 5 = 7 . 5 x 1015Kcal net energy in fossil 
fuel equivalents . The yield ratio P/F is 10/2 . 5 or 4/1 . In 
this example the sector is a net producer supporting other 
sectors. 

Suppose the question asked is , " What are the ultimate 
energy sources for the sector? " I n Figure 8 , to obtain the 
total energy basis of the sector one should add the inflow 
from source (8) to 60% of the feedback (F), since this is 
the amount of F that is from entirely different sources. 

15 . The work was supported by the Energy Rp ::;cdrch a:-::I 
Development Administration through contract: ;'. - \ 40- 1) -4 338 
w~th t~e University of Florida and by the National Coopera­
tlve Hlghway Research Program of the National Research 
Council through ~ contract with Cornell University . 



APPENDIX B 

COMPARISON OF ENERGY ANALYSIS AND ECONOMIC 
COST-BENEFIT PROCEDURES 

1. CONCEPTS 

M. J. Lavine and T. J. Butler 

Center for Environmental Research 
Cornell University 

Ithaca, New York 

Table Bl presents some of the basic theoret­
ical assumptions of both energy and economic 
analyses. Related assumptions are shown adja­
cent to eacn other so that similarities and dif­
ferences between the two forms of analysis may 
be easily identified. The discussion in this 
appendix may help lead the reader through the 
comparisons that are outlined in the table. 

~Ihen comparing alternatives, the goals of eco­
nomic and energy analyses are generally very 
similar but have one important procedural dif­
ference. The overall end of both forms of anal­
ysis is to identify the alternative that pro­
vides the system of concern with the most pro­
duction. However, different procedural goals 

are pursued as indicators of that end. Economic 
analysis seeks ' to identify the alternative that 
has the minimum total cost or the least use of 
scarce resources. Thus, in economics the 
assumption is made that production is maximized 
for the system when efficiency of resource use 
is maximized. Energy analysis seeks to identify 
the alternative that accomplishes the most work 
or that provides the system with the most energy 
resOurces. Thus, although energy analysis seeks 
maximum production for the system, it does not 
assume that it is necessarily achieved by maxi­
mizing efficiency. Instead, as discussed below, 
energy analysis gives explicit consideration to 
time and assumes that an optimum balance of 
eff iciency and speed of resource use will maxi­
mize production. 

Conceptually, both economic and energy analyses 
have universally applicable classifications of 
resources that are assumed to carry value. In 
economic analysis, resources of value are called 
scarce resources, which may be land, labor, 
and/or capital. Any resource may be scarce and 
may be class if ied as land, labor, or capital. 
In energy analysis, the basic resource of value 
is embodied energy, which is the total of direct 
and indirect energy flows required to produce a 
given resource when produced at optimum effic­
iency for maximum system production. In prac­
tice, embodied energy is assumed to be generated 
largely from past and present solar energy, and 
all resources carry that embodied energy. 
Although energy and economic analyses define 
valuable resources in different ways, both 
definitions may apply to any resource in the 
global system. 

There is a potentially important difference 
between economic and energy analyses regarding 
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Table 81. Comparison of Theoretical Assumptions. 

Parameter to be 
Compared 

Goal of Analysis 
Procedure 

Resources of value 

Substitutability of 
valuable resources 
in production 
processes 

Effect of time on value 

Mod el for val.uing a 
resource 

Economic Analysis 

Identify the alternative that has the 
minimum total cost (including both 
internal and external costs, i.e., all 
costs to the total system of concern) 

or 

Identify the al ternative that causes 
the least use of scarce resources 
within the system of concern 

Scarce resources (summarized as land, 
labor, and capital available to the 
system of concern) 

Scarce resources ( land, labor, and 
capital) may substitute for each 
other 

There is a time component of value 
operating such that a resource con­
trolled now is usuall y more valuab le 
for satisfying wants than the same 
resource control led later 

A system of economic markets with 
monetary transactions, operating 
with competition for satisfying 
wants with the least use of scarce 
resources 

Energy Analysis 

Identify the alternat ive with I<klich 
. the system of concern acCOOlP lishes 
the roost work per unit time (power) 

or 

Identify the alternative that pro­
vides the system of concern with the 
most energy resources 

Embodied energy (summarized as the 
minimum total amount of energy re­
quired, directly and indirectly, to 
provide a given product when the 
system of concern is operating at 
opt imum ef ficiency for maximum power) 

There is no substitute for embodied 
energy. System may reorganize to 
substitute embodied energy of one 
source for another 

Numerical values of energy and embodied 
energy don't change, but energy stor­
ages may increase relative cOOlpetitivc 
position during growth . Speed of energy 
use affects efficiency of effect 

A uni fied global system of man and 
nature with energy transformations 
operatirq under cOOlpetitive CO II­

ditions in ....nich there is the bes t 
possible efficiency consistent with 
system-wide mClximum Plwer loadinqs 



Table B1. (Continued) 

Parameter to be 
Compared 

Mechanism for valuation 

Boundaries of concern 
for valuing a 
resource 

Value relationship 
between the cost 
of a process's 
inputs and the 
effect of its 
outputs 

Interdependence of sub­
systems within the 
boundari es of concern 

Over lapping of values 
(potential for double 
counting) 

Economic Analysis 

The market-pricing mechanism, which 
identifies, for each transaction in 
the economy, the balance of a re­
source's marginal cost and its mar­
ginal utility 

A local, regiona 1, nationa 1, inter­
national, or other economy of man and 
scarce resour ces . In practice, evalu­
ations are often limited to the system 
of markets within that economy and con­
sider effects for an unspecified but 
usually limited time into the future 

In a Free-market economy, money paid 
for the scarce-resource inputs to a 
process (Le., land, labor, and/or 
capital used in that process) is con­
sidered a measure of the value of the 
cost of the process. Money paid for 
the outputs of the process may be of 
different value and is considered a 
measure reflecting the value of both 
the cost of the inputs and the utility 
of the outputs 

All prices and markets are interdependent 

The monetary value of the product of 
one process (e.g., sheet steel) may 
account for at least pa rt of the same 
value that is accounted for in the 
monetary value of the product of another 
process (~.g., automobile) because both 
cost and utility of the two products 
overlap 

Energy Analysis 

The maximum power mechanism, which 
identifies, for each type of energy 
transformation, the total direct and 
indirect energy requirement when the 
system is operating under competitive 
condit ions in which there is the best 
possible efficiency consistent with 
rna ximum power loadings. T hose con­
ditions represent an optimum balance 
of efficiency and speed 

A global system of man and nature 
(Le., large enough to account for 
all feedback e ffects), considering 
eFfects as Far into the Future as 
they may occur (Le., allowing for 
Full life-cycle eFfects) 

In surviving competitive systems of 
energy trans formations, the embodied 
energy in the inputs to a process is 
considered a rreasure of the value of 
the cost of the process. That 
embodied energy is, by refinition, 
also embodied in the outputs, which 
may ultimately achieve a different 
value only if energy transformation 
efficiencies l.'hange in future use of 
that energy 

All embudied energies and e ne rgy 
transformations are interdependent 

The embodied energy value of the pro­
duct of Qfle process (e . g., biotic pro­
duction) may account for at least part 
of the same va lue occounted for in the 
embodied enerqy value of the product uF 
another process (e .g., soil production) 
hecause the enerqy embodied in the twu 
products may res ult From difFerent 
transformat ions of a common enerqy flow 
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the substitutability of valuable resources. In 
economic analyses, land, labor, and capital may 
substitute for each other to decrease a given 
product's cost. Therefore, there may be consid­
erable uncertainty when using economic analysis 
to assess future values if relative scarcities, 
and therefore relative values, of land, labor, 
and capital change in the future. In energy 
analysis, there is no lower cost substitute for 
embodied energy because, according to the laws 
of nature, it is a limiting physical requirement 
for any given production. Therefore, when pro­
jecting future values, energy analysis may pro­
vide an extra measure of confidence over econ­
omic analysis, in which potential substitutions 
could drastically alter the projected values. 

Although time is considered to have an effect on 
effect in both economic and energy analyses, 
calculations of that effect are based on differ­
ent algorithms. In economic analysis, a re­
source controlled now usually is considered more 
valuable than the same resource controlled 
later. This preference with respect to time is 
reflected in a discount rate. That rate is the ' 
rate of interest that might be with the re­
source. The rate earned may be quantified ex­
plicitly in economic valuations by projecting 
into the future the trends of recent changes of 
value with time. Energy accumulations acceler­
ate competitive positions during growth maximiz­
ing system power. Also efficiency is less with 
speed. In some sense this may be considered a 
s ubstitution of time for energy because speeding 
up a production process saves time but costs 
energy. That is due to the phenomenon of the 
efficiency of energy transformation varying with 
speed. This algorithm explains a physical rea­
son for time's affecting value. The time com­
ponent may be made explicit in energy analysis 

valuations by identifying rates of resource use 
and associated efficiencies of energy transfor­
mation at maximum power loading . That is, 
energy transformation ratios may vary with time 
according to the speed with which the system 
draws on its resource supplies. Thus, in times 
of increasing rates of growth, embodied energy 
values would be affected in a similar fashion to 
economic discounting. However, should growth 
rates slow toward steady state or even decline, 
then economic discount rates determined by pro­
jection of past trends would suggest a consider­
ably different effect on value than would be 
indicated by the energy analysis algorithm 
relating efficiency and speed. That difference 
may be extremely important when considering 
values of long-term effects. 

There is a particularly important difference 
between the models used for valuing a resource 
in economic and energy analyses. The energy 
analysis model is a unified global system of man 
and nature with embodied energy being the common 
uni t of all transactions. In contrast, the 
economic analysis model is a limited system of 
economic markets with money being the common 
unit of only scarce-resource transactions. 
Because there are no economic markets in the 
natural environment, and consequently no money 
transactions, natural-environmental contribu­
tions to value are external to the model. The 
value of natural-environmental resources is rec-
09nized explicitly in the model only when those 
resources are considered scarce. Al though some 
value of other natural resources is often r ecog­
nized, assessment of that value cannot be gov­
erned by the market model. Consequently, the 
economic analysis model applies only to market 
resources whereas the energy analysis model may 
apply to any resource. 



The mechanisms by which energy and economic 
analyses assess value are different but may, in 
certain situations, achieve the same end. In 
economic analysis, the market-pricing mechanism 
is used to assess value at the point where cost 
balances utility. In energy analy sis , real 
situations that are thought to be at or near 
maximum power are used as a guide in energy 
transformation ratio calculations to assess 
value at the point where efficiency and speed of 
resource use are in optimum balance. The 
balancing of cost and utility of any resource 
use is probably homologous to the balancing of 
efficiency and s peed of resource use . There­
fore, the two analyses' mechanisms merely may be 
using different means to assess the same end. 
How~ver, the energy analysis (maximum power) 
mechanism is governed by the previously estab­
lished physical laws of nature whereas the 
economic analysis (market-pricing) mechanism is 
governed by current human perceptions of 
resource scarcity and utility, ~hich define 
economic markets . Because we are not always 
fast to perceive' the full utility or sometimes 
even the true global scarcity of certain 
resources, the energy analysis mechanism may 
enable us to be more rapidly responsive to cer­
tain resource changes. That is one reason why 
energy analysis is offered as a tool for valuing 
externalities even if ultimately both forms of 
analysis were eventually to achieve the same 
finding. 

Similar boundaries of concern for valuing a 
resource are often defined by both energy and 
economi c analysts. However, in practice, impor­
tant differences are often evident regarding 
both spatial and temporal boundaries. The spa­
tial boundaries of economic analyses include 
man, scarce resources, and the pioducts 

developed from interactions of man and scarce 
resources and may be defined as a local, 
regional, national, international, or other 
boundary. Economic benefit-cost analyses often 
assume a national or global boundary; but 
usually only market transactions within that 
boundary are evaluated. Thus, often there are 
nonmarket (e.g., environmental) value changes to 
be considered that technically may be within the 
spatial boundaries of concern but nonetheless 
are external to the economic analysis. (See the 
above discussions on the models and mechanisms 
for valuing resources.) When considering the 
value of environmental resources, energy analy­
sis makes no distinction between the conceptual 
and the practical spatial boundaries used. The 
values of both market and nonmarket environmen­
tal resources are evaluated within the bounds of 
a unified global sys tem of man and nature. 

When considering temporal boundaries of concern, 
economic analysis may again be seen to have a 
discrepancy between concept and practice, a dis­
crepancy that is not evident in energy analysis . 
The economic market-pricing mechanism, due to 
its dependence on current human perceptions of 
future utility, often gives only minimal consid­
eration to long-t erm value changes even though 
conceptually economic analyses, including bene­
fit-cost analyses, have open-ended temporal 
boundaries. In contrast, energy analysis, with 
evaluations based on the limiting physical 
requirements of full life-cycle flows in the 
global system , considers and evaluates value 
changes regardless of how far into the future 
they may occur. 

The economic relationship between the values of 
a process's input costs and its output effects 
has both similarities to and differences from 
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the energetic relationship of those values. In 
economic analysis, the value of input costs may 
differ from the value of output effects depend­
ing on the utility of the outputs. In energy 
analysis, the two values may differ depending on 
the system-wide efficiency of energy transforma­
tions during the use of the output energy. That 
value difference is defined as zero when the 
system is operating at steady state. That is, 
the embodied energy requirement may equal the 
embodied energy effect at steady state because 
system-wide energy transformation efficiencies 
remain constant during steady state. Economic 
and energy analyses differ on this parameter due 
to the important difference concerning evalua­
t ion models, as discussed above. Because the 
energy analysis model is more comprehensive, 
including nonmarket (e.g., environmental) 
resources and resource flows, that model may 
account for any value of a process's outputs due 
to their use in those nonmarket processes. The 
economic analysis model does not account for 
such value. Thus, to the extent that nonmarket 
processes account for a different proportion of 
input. costs than of output effects, energy and 
economic analyses will show different ratios of 
input value to output value. 

I n valuing resources and products, both energy 
and economic analyses recognize the interdepend­
encies of processes within the system of con­
cern. In other words, the complex web of inter­
connected processes causes at least part of the 
value developed in the production of any good or 
service to be at least indirectly dependent on 
the production of any other good or service. 
Thus, in economics, all prices and markets are 
interdependent1 and in energy analysis, all 
embodied energies and energy transformations 

are interdependent. Such interdependencies 
within a value system create a potential for 
double counting values; that potential is 
discussed below. 

Both economic and energy analyses use measures 
of value that have considerable potential for 
double counting. That is, the quantification of 
any given monetary transaction according to 
price, or ' of any energy flow according to 
embodied energy, often accounts for the same 
value that is accounted for in other monetary 
transactions or energy flows. Economic analysis 
accounts for such over lapping of value by separ­
ating out the value added portion of each trans­
action and by measuring aggregate value only at 
final demand, which is considered lOO?~ value 
added. Energy analysis accounts for such over­
lapping of value by calculating aggregate value 
only for some integrative energy flow, which 
embodies most or all of the energies from the 
other flows. For example, the embodied energy 
value calculated for the energy flow of a 
system's biotic production is often considered 
an integrative value in ' environmental analyses 
because most of the energy embodied in most 
other environmental processes is used either 
directly or indirectly in biotic production. 
Thus, although energy and economic analyses each 
use a measure of value that has considerable 
potential for double counting, they employ some­
what different strategies to avoid such double 
counting when attempting to calculate system­
wide, or aggregate, values. 



APPENDIX B 
(Continued) 

COMPARISON OF ENERGY ANALYSIS AND ECONOMIC 
COST-BENEFIT PROCEDURES 

2. CRITICISM AND REPLY 

A referee's comments to the previous section 
are given below and followed by responses. The 
referee was concerned that economic analysis and 
its s ubset cost-benefit analysis was mischarac­
terized. This exchange may help show the dif­
fer ences between viewpoints of economic and 
energy analysts, some of which are semantic. 
Merging of these fields is to be welcomed since 
the real systems of concern process both energy 
and money, both being involved in development of 
value. One regards value as free to change 
according to human desire; the other regards 
value as physically determined ultimately with 
humans forced by necessity to develop pref­
erences for that which works in their sur­
vival--H. T. Odum. 

Referee: Cost-benefit analysis is specificallY 
defined to take into account non-monetary 
aspects. It was developed to overcome the prob­
lem that public decisions cannot be made based 
only on factors that have monetary values 
attached. How well the principles are applied 
depends on the practitioner. Clean air, clean 

water, and protection and wise use of natural 
resources are all values that can be included in 
cost-benefit analysis. It is simply not true 
that natural environmental contributions to 
value are external to the model. Such state­
ments should be removed, or comments attached 
before the final report goes out. 

Response: Environmental contributions are ex­
ternal to the market pricing model as long as 
they are not perceived as scarce; thus, the 
model is dependent upon human perception of 
scarcity. Energy analysis offers a new scien­
tific method for evaluating externalitites, one 
that calculates the real basis for existence 
rather than the fluctuating human-perceived 
values that are and should be a function of 
scarcity rather than real contributions to sur­
vival. Many results of economic analysis 
grossly underestimate environmental and resource 
contributions to a society's pattern of survival 
and competitive position. Therefore, the econ­
omic cost-benefit methods might benefit from 
incorporation of the new method. 

Referee: The discussion incorrectly seems to 
imply that economic resources must be categor­
ized into land, labor, and capital. This was 
the classical economic system, but was developed 
to improve on earlier faulty theories that 
ignored differences in kinds of resources. 
There is no such requirement in economic analy­
sis to use these categories. Resources can be 
classified in any way that gives validity to a 
study or evaluation. If I were forced to do my 
evaluation using only one resource, it would> be 
the store of human knowledge . This i s what 
enables wind, water, sun, minerals, etc. to be 
transformed into resources to be used for our 
maintenance and pleasure. Considering energy to 
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be the only resource has its counterpart in the 
18th-century economic thought when the '.'labor 
theory of value" was advanced. All capital was 
said to be the embodiment of labor. This seems 
to be the same view expressed in energy analysis 
that all resources are embodied energy. The 
problem with single resource evaluations is that 
they do a poor job of indicating when the use of 
one resource should be expanded (or contracted) 
as compared to another resource. 

Response: No intent was made to imply that 
economic analysis uses only land, labor, and 
capital. Economic analyses have often regarded 
energy as just another commodity. Energy is not 
a resource but the property of all resources, 
including materials and information. The 
embodied energy (that required) is greater for 
mater ials than for fuels and is greatest for 
information. Energy accompanies everything, but 
money does not. The human-labor theory of value 
f ailed to include work of machines, of nature, 
and the different quality of work of different 
types. It was not proportional to physical work 
or embodied energy. 

In the short run, each type of resource may be a 
limiting factor and must be cons idered separ­
ately whether in arbitrary units or its energy 
equivalents. In the long r.un, transfer of 
energy within systems due to human behavior and 
self-organizing mechanis ms of nature diverts 
energy from storages to eliminate any limiting 
factors (a point of possible agreement among 
viewpoints). 

Referee: The goal of energy analysis was stated 
to identify the alternative that accomplishes 
the most work. As ide from the definition of 
work from physics, I don't know what this means . 

More troubling, what if the most desired good or 
value is one that requires very little work, say 
dedicating a natural area to a specific set of 
uses? Why would we have as a goal the maximum 
output of work? Work ou.tput is only an inter­
mediate step toward achieving goals of society, 
such as providing for maintenance and pleasure. 

Response: Work was defined by Maxwell as energy 
transformation. The definition of work from 
physics is correct for comparisons among flows 
of the same type of work. Work involving more 
than one kind of energy requires that energy of 
one type necessary to generate another be fac­
tored in. For example, almos t every analyst 
understands that 4 Calories of coal are approxi­
mately equivalent to a Calorie of electricity, 
and a comparison of work using coal and that 
using electricty must not be made without multi­
plying by 4. 

The goals of society were arrived at by se lec­
tion for those that succeed in maximizing power. 
The items that humans come to value are those 
with large embodied energies (Le., those with 
many successive stages of work required). 

The natural area referred to by the r ef eree 
invol ves very large work of nature, which is 
what energy analysis evaluates on the same bas i s 
that it evaluates human work using embodied 
solar equivalents. 

Referee: The goal of economic analysis i s not 
to obtain the most production, except in a glo­
bal sense . The goal i s efficiency of res ource 
use. A more correct goal .would be one of 
obtaining the mos t value, where value is under­
stood to be the compos ite of all goods and se r-



vices contributing to society's maintenance and 
pleasure. 

Response: Maintenance of society requires maxi­
mizing power that is the rate of processing of 
energy transformations that contribute to sur­
vival. Society's pleasure does not long deviate 
from what maximizes the system's power and its 
competitive position. Individuals try every­
thing and by their free will society can see 
what works in its public policy decisions. 

Because maxlmlzlng power necessarily uses 
resources less than at maximum efficiency (Odum 
and Pinkerton 1955) for thermodynamic reasons, 
the objective of maximizing efficiency is incor­
rect analysis. This is why good economies have 
low efficiency. 
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(Continued) 

COMPARISON OF ENERGY ANALYSIS AND ECONOMIC 
COST-BENEFIT PROCEDURES 

3. CASE STUDY: 
LASALLE COUNTY NUCLEAR POWER PLANT 

Flora C. Wang and Michael A. Miller 

Center for Wetlands 
University of Florida, Gainesville 

Energy analysis and economic benefit-cost 
analysis were compared for the LaSalle County 
Station (LSCS) nuclear power plant. Major 
issues at the LSCS site have been the land con­
version problem and the alternatives of cooling 
systems. These were considered with economic 
analysis methods when the plant was planned and 
authorized. Energy analysis results in Tables 
4-7 may now be compared. 

DATA BA SE 

Data for energy and dollar flows into and out 
of the LSCS station and alternative cooling sys-

terns are primarily based on the reports from NRC 
(197B), CEC (1977), AEC (1973), and Battelle 
Columbus Laboratories (1972). In these reports, 
studies were performed by classifying benefits 
and costs into four categories: economic bene­
fits and costs, and environmental benefits and 
costs. 

Economic benefits are mainly derived from the 
generation and use of electricity, and jobs pro­
vided. Economic costs associated with LSCS are 
divided into the annual fuel, operation and 
maintenance, and decommissioning costs. Envi­
ronmental benefits are projected from the use of 
the cooling lake as a recreation facility. 
Environmental costs are assessed by environ­
mental impacts on land, water, and air. Main 
plant construction costs were the same for all 
al ternati ves. 

Impacts on land use include a diversion of 3885 
acres of productive land (see Table 4, footnote 
2.a) to industrial use at the site and a reloca­
tion of about 130 residents ( AEC 1973). 

Impacts on water uses attribute to an average 
water consumption of 44.2 x 106 m3/yr (NRC 
1978); a thermal plume of 4.1 acres by the 3°F 
excess isgtherm and a total heat discharge of 
745 x 10 Btu/hr to the Illinois River (NRC 
1978); a blowdown water of 30,000 gpm (AEC 1973) 
containing dissolved and suspended solids from 
the cooling lake to the river (NRC 1978); a 
release of radionuclides to the river; and an 
entrainment of aquatic organisms and fish popu­
l a tion. 

Impacts on air are mainly due to a formation of 
ice and fog, resulting in hazardous road condi­
tions and inconvenience to ground transport a-
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tion, and 
atmosphere. 

gaseous radwaste effluents to the 

Table B2 summarizes the essential data on econ­
omic and environmental costs and benefits that 
are used in energy analysis and economic analy­
sis. 

In Table B2, the data from different sources are 
not measured in the same units, so they are not 
directly additive, and no single ratio depicting 
the benefits and costs in dollars can be devel­
oped until a common denominator such as money or 
energy is used. 

CRITERIA CONSIDERED SEPARATELY 

Emanating from the 1972 amendments to the 
FWPCA, public concerns with nuclear power plants 
have stressted the impacts on surrounding land, 
the effects of thermal effluent on nearby water 
bodies, and the possibility of using cooling 
towers as a means of mitigating losses to natur­
al systems. In response to these concerns, we 
have considered energy analysis results for each 
of three objectives separately. These are to 
minimize the diversion of environmental process; 
to minimize the unnecessary diversion of econ­
omic resources; and to minimize the environmen­
tal impact on the system. Each objective can be 
used separately as a goal in ranking alterna­
t i ves. 

Changes in environmental produ~tion and storages 
are li B and li S in Tables 4-6. Environmental 
losses are greates t by far with cooling reser­
voir. 

Reversion of fuels, goods and services ,. and 
electricity are t, C2 and t, F2 in Table 4-6. 
These are greatest with the cooling tower. 

Environmental impact is t,W in Tables 4-6. 
Impacts are greatest with once-through cooling. 
However, when the embodied energies were added 
the once-through cooling had the largest contri­
bution to power and the cooling reservoir the 
least (Table 7). 

ENERGY ANALYSIS AND ECONOMIC COST-BENEFIT 
COMPARISON OF RECOMMENDATIONS 

Economic cost-benefit analysis was applied to 
the proposed LaSalle County Station and several 
alternatives by the applicant and the licensing 
agency (AEC 1973). The five alternatives con­
sidered by the applicant were: (1) nuclear 
power station with lake managed for recreation; 
(2) nuclear power station with lake but no rec­
reation; (3) nuclear power station with mechani­
cal-draft cooling towers; (4) nuclear power 
station with natural-draft cooling towers; and 
(5) fossil fuel plant with cooling lake (no 
recreation). The applicant also considered 
seven alternative sites. The licensing agency 
also analyzed in detail the economic costs of 
four alternative cooling methods: (l) cooling 
reservoir; (2) spray canal; (3) mechanical-draft 
cooling towers; and (4) natural-draft cooling 
towers. 

The applicant and licensing agency analyses that 
resulted in the choice of the present plant 
location are not germane to this discussion, as 
alternative sites are not considered here. This 



Table 82. Data of Economic and Environmental Costs and Benefits Associated with LSCS Station (Adapted from NRC 1978 ; CEC 1977; 
AEC 1973; Battelle Columbu s Laboratories 1972; and , this study) . 

Classification 

Economic Benefits 

Power generated 
Power capacity 
Employee payroll 

Economic Costs 

Nuclear fuel 
Operation and maintenance 
Decommissioning 

Environmental Benefits 

Recreat iona 1 use of 
cooling lake 

Environmental Costs 

Impact on Land 

Land use for s i te 
Loss of 130 residents 

lmp<:l.ct on Water 

Wat er consumption 
Area of thermal plume 
Heat discharge to river 

Magnitude and Unit of Measure 

11,300 x 106 KWh/yr 

2,156 x 103 KW 

2 . 5 x 106 $/yr 

61 x 106 $/yr (1980 $) 
34 x 106 $/yr (1980 $) 

2.18 x 106 $/yr ( 1980 $) 

0.2 x 106 $/yr 

3,885 acres 
0.72 x 106 $/yr 

44.2 x 106 m3/y r 
4.1 acres 

7.45 x 106 Btu/ hr 

Reference 

NRC 1978, p.1D-3 

NRC 1978, p.1D-3 

AEC 1973, p. X 1-6 

NRC 1978, p.1D-3 

NRC 1978, p.1D-3 

NRC 1978, p.1D-3 

AEC 1973, p.XI-16 

This study 
AEC 1973, p.XI-16 

NRC 1978, p.1D-3 

NRC 1970, p. 5-5 

NRC 1978, p.1D-3 
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Table 82. (continued) 

Classification 

Environmental Costs (continued) 

Chemical discharge to river 

8lowdown water 

Total dissolved solids 
Tota l suspended solids 

Radianue Lire contamination 

Tritium 

Others 

E Ilt r aiome nt and Impingment 

Plankton organisms 
F ish population 

Impact all Air 

Effect of fogging and 

ic ing on gr ound 
transportation 

Gaseous radioactive effluents 

Noble gas effluents 

Radioiudine and 
particulates 

Magnitude and Unit of Measure 

30,000 gpm 

1,100 mg/L 
220 mg/L 

15 x 106 ~Ci/yr 
1.9 x 105~Ci/yr 

• 
• 

10 day/yr 

0.05 mrem/yr 

0.70 mrem/yr 

*Qualitative information indicate low quality and low diversity of zooplankton and fish population. 

Reference 

AEC 1973, p.X]- 16 

NRC 1978, p. H 
NRC 1978, p. 3-9 

NRC 1978, p. 1 0--3 
NRC 1978, p.l0--3 

NRC 1978, p.l0--3 
NRC 1978, p.l0--3 

NRC 19 78, p.1G--4 

NRC 1978, p. 1 G--4 

NRC 1978, p.1G--4 



analysis also accepted the construction of a 
nuclear power facility as given, so the fossil 
fuel option is not considered. And, due to the 
decreased flow of the Illinois River during some 
periods, neither the applicant nor the licensing 
agency considered the option of once-through 
cooling. The options considered by all analyses 
were, therefore, the cooling reservoir and the 
mechanical-draft cooling towers. 

In the applicants summary of ' environmental and 
economic impacts, primary impacts are listed by 
category with no attempt made to give an overall 
comparison. The main differences in impact be­
tween the cooling tower and the reservoir op­
tions are in the value of power produced, the 
amount of land required, the amount of increased 
fogging in the area, and the aesthetic impact 
(see Table B3). The cooling reservoir option 
would appear to be preferable in all categories 
except the amount of land used, where the dif­
f erence is large (1780 acres). In an area of 
highly productive agricultural land such as 
this, such a large difference in land usage 
could give the cooling tower option a decided 
advantage. With the types of impact analysis 
illustrated in Table B3, however, there is no 
way to objectively summarize the diverse types 
of impacts. 

The staff of the licensing agency made an at­
tempt to summarize the economic costs of alter­
nati ve cooling systems. Although this summary 
was based on a 4480-acre cooling lake, its 
results are appropriate to the present discus­
sion. The results, which include land and capi­
tal investments, operation and maintenance, and 
capability loss, were as follows (AEC 1973): 

Cooling reservoir $48,428,000 
Mechanical-draft cooling towers $46,360,000. 

The staff of the licensing agency concluded that 
"the above summary of economic costs suggests 
that there would be little, if any, economic ad­
vantage in selecting the 4480-acre cooling lake 
as the method of cooling for LaSalle 1 and 2" 
and that "none of the alternatives present a 
more favorable balance of benefits and costs" 
than the one selected (AEC 1973). In the view 
of the licensing agency, the alternatives are 
equally acceptable in overall impacts. 

The energy analysis procedure presented in this 
manual indicates, in the overall summary of 
Table 7, that the preferable cooling option is 
once-through cooling, the second choice is the 
cooling tower, and the poorest option is the 
cooling reservoir. Since the economic cost-ben­
efit analysis used the originally proposed 4480-
acre lake, a direct comparison is difficult. 
However, the dollar equivalent of the difference 
between cooling towers and the cooling reservoir 
in Table 7 is $142 x 106/yr • This indicates a 
significant advantage for the cooling tower al­
ternative. Even if the cooling reservoir cost 
in AEC (1973) were halved (from $48,428,000 to 
$24,214,000) this would still amount to a pro­
rated change of only $605, 350/yr over a 40-yr 
plant life, which is much smaller than the $142 
x 106/yr noted above. Thus, this energy anal­
ysis procedure appears to show a definite advan­
tage for the cooling tower alternative over the 
cooling reservoir, though' once-through cooling 
had the highest value of the three. 

The results of the overall energy analysis pro­
cedure, as summarized in Table 7, differ from 
the results of the economic cost-benefit analy­
sis presented in AEC (1973). Our analysis shows 
a distinct advantage for the cooling towers 
option over cooling reservoir; the licensing 
agency's procedure shows no preferable advantage 
for either option. 
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Table 83. Differing Environmental and Economic Impacts of Cooling Reservoir and Cooling Tower Alternatives (information based 
all AEC [1973] and NRC [1978]). 

Value of power 

Land used 

Air quality 

Aesthetic impact 

Nuclear Power 5 tat ion 
with Cooling Reservoir 

$270 x 106/yr 

3060 acres 

100-Z00 additional hours 
of fog per year 

Plant with impact negligible. 
Lake impact positive. 

Nuclear Power Station 
with Cooling Towers 

1280 acres 

More than 300 additional 
hours of fog per year 

Cooling towers and plume 
wou Id dominate land­
scape. Impact adve rse 
and moderate. 



APPENDIX C 

ENERGY QUALITY AND EMBODIED ENERGY* 

Howard T. Odum 

Center for Wetlands 
University of Florida, Gainesville 

F lows of energy develop hierarchical webs in 
which inflowing energies interact and are trans­
formed by work processes into energy forms of 
higher quality. These feed back amplifier 
actions, helping to maximize the power of the 
system. The small amounts of energy resulting 
f rom the conversion to the new forms carry the 
embodiment of larger amounts of lower quality 
energy used in the transformation process. 
Tracing embodied energy through webs enables 
flows and products to be quantitatively related 
to energy sources. Higher quality flows require 
more embodied energy and have greater amplifier 
effects when they feed back. Consequently, 
embodied energy i s a measure of value, in one of 
the meanings of the word "value." There are 
several concepts of embodied energy, but it is . 
possible to compare and clarify the various 

*lhe material in this <l[?pendix comes rrom chapter 14 
UEncrqy Qual ity and EmbodIed Enerqy, II in the book Systems' 
John Wlley and Sons, Publi sher , 1m2 , rorthcoming; lncluded 
wi th perm.lssion of pub I isher. 

measures using diagrams. Study of the way 
energy flows support production and consumption 
is sometimes called energy analysis. This 
appendix considers the energy flows, embodied 
energy patterns of webs, and ratios for evalu­
ating energy quality. We begin with definitions 
of one usage (Odum 1975, 1976, 1978, 1979) and 
then introduce other approaches. 

Embodied Energy 

As energy flows through webs of successive 
work transformations, energy changes in form, 
concentration, and ability to feed back and pro­
duce amplifier effects. Whereas the actual num­
ber of Calories flowing decreases as energy is 
used and disper sed, the quality of that energy 
can be said to increase. The flows become 
either very concentrated or very high in infor­
mation content, in either case capable of con­
trolling and causing work that would not other­
wise be possible. The special transformations 
develop special quality. Energy used to develop 
energy of higher quality is the embodied energy. 
It is the required energy contribution. 

Whereas energy is a measure of ability to do 
work when one is comparing energy flows of the 
same type and quality, heat equivalents are not 
measures of their value, cost, or ability to do 
work of different types. For example , one can 
compare heat releases of autos carrying differ­
ent loads and measure their work, in this case 
the same kind of work. However , the heat con­
tent in flows of sunlight, wat~r, coal, el ec ­
tricity, salmon, human services, and books do 
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not represent their value, cost, or ability to 
cause work because these flows are each of dif­
ferent quality. 

Energy Transformation Ratio 

The simple idea of work using some energy to 
transform some other energy to higher quality is 
given in Fig. Cl. The energy of one type 
required to generate a flow of another type is 
the embodied energy of type A required for type 
B. In Fig. Cl, the energy embodied in outflow B 
is 100 Calories of type A. The ratio of input 
(100) to output (10) is 10.0 and is a measure of 
the energy required for the transformation. It 
is the energy transformation ratio (quality fac­
tor) relating one type of energy to another. It 
measures the embodied energy of one type inher­
ent in another. The energy transformation ratio 
is in units of Calriries per Calorie. The recip­
rocal is the efficiency 10/100 = Im6. 

In Fig. Clb, energy is stored, some being dis­
persed because of the inherent depreciation of 
any storage. The energy emerging on the right 
is of higher quality, having been transformed by 
storage from a more variable flow to a steadier 
one, capable of doing more in control actions. 
Examples of energy transformation ratio arranged 
in order of embodied energy are given in Table 
1. 

Quality A - , 

100 

, , 

Calories 
per Time 

~o 

Energy Transformation Ratio ::= 

(0 ) 

10 

Calories 
per Time 

Energy Transformation Rotio 

6 

( b) 

100 
10 

10 
4 

I 
I , 

, , 
_ Higher Quality 8 

10 

= 10 Calories ICalarie 

4 

2.5 Ca lories IColorie 

Figure [1. Energy transformation ratio, the enerqy used for 
trans formatio/l to another form of energy. ( a ) 
ocr ini t iOfl j (b) energy trans formation thruuqh 
the prucess of storing e nerq y . 



Types of High-Quality Energy 

High-quality energy may take many forms. Some 
are concentrations of actual energy, such as 
high temperatures of a furnace or the cold of a 
refrigerator. Some are structures of large size 
like a pyramid or a skyscraper. Others are tiny 
information-containing objects like genes, com­
puter programs, and political symbols. What 
these various items have in common is the large 
energy used in their generation and the large 
amplification effects they may have. 

Embodied Energy as a Measure of Value 

An energy theory of value is based on embodied 
energy. If items and flows have value because 
of the effects they can exert on a system and if 
their abilities to act are in proportion to the 
energy used to develop them (after selecti ve 
elimination of those which do not), then value 
is proportional to the embodied energy in sys­
tems emerging from the selection process. The 
energy transformation ratio, by gIvIng the 
embodied energy per unit of actual energy, pro­
v ides an intensity factor for value in the way 
that temperature is an intensity factor for 
heat. Ultimately, embodied energy may measure 
value because it measures the potential for con­
tributing effects to maximize power and insure 
survival. Those who survive regard that as 
valuable. 

Thermodynamic Limits for Energy 
Transformation Ratios 

Theory suggests that there is a rate that 
maximizes the transfer of power and that this 
rate is the one that evolves under competiti ve 
conditions of real systems. The most efficient 
energy transformation that is possible with max­
imum power is the one that is both competitive 
and most transmissive of energy. The energy 
transformation ratio of the most competitive 
system at maximum power is at the inherent 
thermodynamic limit for conversion. The energy 
transformation ratio under these conditions 
measures the inherent requirement of one energy 
to generate another. The theory suggests that 
any other ratio will either be less efficient or 
too slow to compete. 

I t is not hard to observe and measure energy 
transformation ratios, but whether the observed 
ones are close to the inherent thermodynamic 
maximum possible is not easily known. The 
ratios observed in ancient systems with millions 
of years of operation like many in the bio­
sphere, we sometimes assume are good numbers 
with efficiencies (at maximum power) not likely 
to be exceeded. On the other hand, energy 
transformations of new industrial processes may 
well be mu ch less efficient when their systems 
are first started compared to those after years 
of competitions with trial and error in efforts 
to improve efficiency of the processes. Often, 
technological advance is the hidden application 
of additional high-quality energy and is not 
really an improvement in efficiency. 

Examples of energy transformation ratios are 
given in Table 1, including some that may be 
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near the thermodynamic maximum and others that 
are derived from single observations and may be 
superceded when more efficient ones (at maximum 
power) are found. An observed energy transfor­
mation ratio is a useful descr ipti ve index of a 
system; an energy transformation ratio suspected 
as being near the thermodynamic limit helps to 
describe inherent relationships of kinds of 
energy. 

Deqraded Heat Equivalents and Embodied 
Enerqy Equivalents in Webs 

Working with energy quality requires keeping 
clear ly straight and separate the two kinds of 
energy units: (a) actual energy in degraded heat 
equivalents (Calories), which is the usual 
measure of energy and (b) embodied energy equiv­
alents, which are the energies required of a 
reference type (such as sunlight) to generate 
the type of concern. To l keep these straight, 
three diagrams are suggested in Fig. C2. First, 
place numbers for flux of the heat Calorie 
equi valents on the pathways. According to the 
first law, these should sum at each junction and 
at each storage where the inflows equal storages 
plus outflows. At steady state, inflows equal 
outflows. Often steady state diagrams are used 
for energy estimations. These are "first law" 
diagrams if all the values on the pathways are 
given in actual Calories. 

In Fig. C2a 
given with 
decrease as 
feedback has 

an example of an energy chain is 
heat equivalents shown. They 
energy is used so that the last 
the least actual energy heat equiv-

Figure C2. 

Control Arms 

" 

(a) 

(b) 

(c) 

1000 

1000 

Calories per Time 

Solor Equivalents 
Calories per Time 

Energy Transrormation 
Ro lios : 
Calories' Solar 
EQuivolents per Colorie 

Conce pt uf embodied energy and quality fa c tors in H 

chain. Cost of control arm is omitted, whi ch is cur­
rect prucedure H it i s a by- product uf the flow. 



alents that would be regarded as negligible 
energy flow in some usages. 

The second diagram (Fig. C2b) has the solar 
equi valents -required to generate the flow of 
each pathway. If the system is operating at 
maximum power and minimum possible waste, then 
each pathway is essential to the system and 
costs directly or indirectly 1000 Calories per 
unit time to generate. 

Given in Fig. C2c is the ratio between the solar 
equivalents required (the in flowing amount at 
the source) and the heat equivalents of the 
remaining flow. These numbers are energy trans­
formation ratios and are a measure of the qual­
ity of the flow. Notice that they increase as 
energy is converged and transformed. If the 
control arms were generated as a nondi verting 
by-product they need not be evaluated as to 
their extra energy contributions. 

Space Equivalence of Time in Concentrating 
Energy to Higher Quality 

Energy may be concentrated spatially by using 
some of it in the process of concentration. Or, 
energy may be concentrated by adding to some 
storage in the same place over time. In 10 
units of time, one may develop the same concen­
tration as converging with a 10-fold geometrical 
process. If adding is to be equivalent to con­
verging, time used in one concentrating process 
is equal to geometrical concentration factor in 
the other. There is a space-time equivalence. 

One Source Supporting an Egual Value Loop 

An important reference case is the closed loop 
design in Fig. C3 in which producers support a 
consumer whose sole output is a feedback, aiding 
the production process. The energies embodied 
in all pathways are the same, all traceable to 
the same source. Since the embodied energies 
are the same within the flows of the loop, it is 
called an equal value loop. 

Evaluating Embodied Energy and 
Transformation Ratios from a 

More Complex Energy Web 

Given in Fig. C4 is an energy diagram of a web 
running on one source. In Fig. C4a the energy 
flows through transformation processes in which 
energy is used to generate flows of higher qual­
ity downstream. These feed back to the left, 
interacting to make the processes go. From left 
to right the flow rates decrease, but the qual­
ity increases. This is a first law diagram, and 
all inflows balance outflows at any point. 

Next, we ask how many Calories of the type of 
the source such as sunlight are required for 
each pathway. Since each pathway is required 
for every other pathway, and each pathway is a 
by-product of every other pathway, the energy 
required in units of Calories of the type enter­
ing from the source is the same for each path­
way. Fig. C4b is an embodied energy diagram 
where all numbers are embodied Calorie equiva­
lents of the same quality. 
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Figure D. 

(b) 

Evaluating embodied energy equivalents in closed 
IUops. (Cl) One suurce; {b) twu sources . Source 
A has an energy transformation ratio of 1000 Cal ­
ories of B equivalent to one of A. 
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equi va Lents j (c) energy tranS Furmat ion rat ios 
calculated by dividing values in (b) by t hose 
in (a). 



In Fig. C4c the quotients obtained by dividing 
embodied energy equivalents from Fig. C4b by the 
heat Calories flowing from Fig. C4a are plotted. 
These ratios are, therefore, the energy trans­
formation ratios. They indicate the energy at 
the start required to develop the energy flow of 
the quality flowing. The procedure is simple 
and clear when there is only one primary source, 
as in this case, or in the general flows of 
energy through the renewable resources of the 
biosphere, where most of the energy is from the 
single solar source. 

Embodied Energy in a Process with Two 
Independent Energy Sources 

When two input arms of a process come from two 
different energy sources instead of being 
by-products ultimately from the same source, 
then the embodied energy contribution to the 
transformation is the combination of the two. 
So long as both are of different quality, they 
cannot be added, since their interaction 
involves one amplifying the other. 

However, if both are expressed in embodied 
energy equivalents of the same type of energy, 
such as in Calories of solar equivalents, then 
they can be added for the purpose of ascertain­
ing the ultimate solar energy requirement for 
the process (see example in Fig. C5). The mech­
anics of making the calculation consists of 1. 
writing the actual energies on the diagram; 2. 
using energy transformation ratios from previous 
tabulations to multiply both types of inputs to 
convert to embodied energy equivalents of one 
type; .and 3. then adding the inputs. 

Type 

"2 

5 

to) 

20 

100 SE CallCal 

10 SE Ca llCal 

Figure C5 . 

(b) 

(e) 

Total Embodied Energy : 

1500 SE Cal 

Eva luating embodied erlergy of a pro­
cess with two sources each of a dif­
f erent quality. (a) Actual energy in 
heat equivalerlt Calories per unit 
time; (b) energy tra ns formation ra t.ios 
fur these two kinds of energy derived 
independentl y; (c) errilodied energy in 
sular equivalent Calories obtained by 
multiplying rumber in (a) times those 
in (b) . Output is sum or inputs, both 
exp ressed in Calorieo of the same 
quality. 
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If one has a very local view of a process, one 
does not know if an input arm is a feedback (or 
feed forward) by-product of the same source or 
an input involving a different source entirely. 
Energy analysis calculations are difficult with­
out an overview diagram of the whole system. 

Evaluating Energy Transformation 
Ratios of a Local Process 

Whereas energy transformation ratios may be 
estimated best from the world web as already 
described, ratios may also be observed for local 
processes .without knowledge of the whole web. 
Consider a process in Fig. C6. C is an input of 
high-quality control energy. If arm C is 
believed to be wholly a by-product, then it may 
be ignored in the calculation of energy trans­
formation ratio as in Fig. C6a. 

However, if arm C is from a separate source, it 
is evaluated first in actual energy units (Fig. 
C6a). Then energy transformation ratios deter­
mined elsewhere are used to convert actual 
energy flow to embodied energy equivalents of 
either type A or type B. Then flow of input C 
is added to A (Fig. C6b) to get the total embod­
ied energy of type A for generating type B. 

An alternate way is shown in Fig. C6c, where the 
energy equivalent for · input arm C is subtracted 
from the embodied energy output of quality B. 
The energy transformation ratios in (b) and (c) 
are larger than in (a) because more energy (that 

Figure C6. 
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knownj (b) C is evaluated in Calories of type A 
and added to input to get Aj (c) C is evaluated 
in Calories of type B and subtracted from out­
put to get A. 



of two sources) is required than in (a) where 
part of the work is done as with by-products. 

Closed Loop Supported by Two Sources 

When there is a closed loop supported by two 
sources of differing quality the flows around 
the loop have the embodied energy of both input 
arms, since both are necessary (see Fig. C3b for 
an example). The first law diagram is given 
first, followed by a diagram of embodied energy 
of solar quality, which was calculated by multi­
plying the energy type A by its energy transfor­
mation ratio from solar energy (8). 

Energy Amplifier Ratio 

The effect that a flow of energy has is not an 
inherent property but depends on the energy 
flows with which it interacts. However, it may 
be reasoned that surviving systems develop' 
designs that get as much energy amplifier action 
as possible. The energy amplifier ratio is 
defined in Fig. C7a as the ratio of output (8) 
to control flow (C), both expressed in actual 
energy (heat equivalent Calories). The ratio is 
10 (Fig. C7b). 

In Fig. C5a is given an interaction between 
energy flow s of different quali ty in which the 
high-quality one (type 2) is amplifying the 
lower quality one (type 1). A measure of this 
energy effect is the ratio of output of actual 
energy (20 Cal.) in eqUivalent heat Calories to 

10 _---c 

1000 100 B 

C: ~, 100, 10 
Energy Amplifier Ratio of C 10 

C 

B 

Energy 

Figure C7. 

(a) 

10 

100 

-

Trans formation Rolio- of c: ~ , 100 , 10 
C 10 

(b) 

10 

1000 100 

(e) 

Energy amplifier ratio and energy trans­
formation ratio. (a) Definition of 
energy amplifier ratio for flow C; (b) 
energy transformatiun ratio for gener­
ating C from B; (c) special case of 
c lased loop where energy amp 1 i fief 
effect of C on A equals ene rg y trans fo r­
mation ratio of C frum 8. Energy Flows 
are actual Calories (heat equivalents ). 
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actual input energy flow also in equivalent heat 
Calories. In Fig. C5 this is 20. 

A property of the simple closed loop with one 
energy source is the equality of energy trans ­
formation ratio through the consumer and the 
energy amplifier ratio of the feedback I s effect 
(see Fig. C7c). The energy used to develop 
feedback is reinforced by the feedback. 

Theory suggests that in s urviving systems, the 
amplifier effects are proportional to embodied 
energy. A full empirical test of this theory 
remains for the future. Such evidence will help 
conf irm whether embodied energy is a measure of 
value. These ratios are not independent of 
low-quality inflows, which are also controlled 
by the feedback. 

Ratios of Embodied Energy Flow of the 
Same Quality in Processing 

an Energy Source 

A very common element of energy webs given in 
Fig. C8 is a three-arm transformation process 
involving processing of an external energy 
source under control of a feedback flow. The 
three energy flow s are the resource inflow, 
feedback, and output flow. There are three use­
ful ratios often calculated from the three-armed 
diagram as defined in Fig. C8. After the actual 
energy flows are converted to embodied energies 
of the same type, these flows may be compared 
using ratios. 

Net enerqy yield ratio is the ratio of the 
process production rate to the feedback energy 

Feedback (F) 

Moin 
InflOw (I) 

Process 
Productive 

Figure CS. 

Oulpu l (p) System 

Nel Energy , P-F 

Nel Energy Yield Ratio ,L 
F 

F 
Energy Investment Rotio 

P 
Energy Added Factor 

I 

Definitions of energy ratios concerned with 
processing sources. The above quantities are 
calculated after all flows are expressed as 
energy nows of the same quality by multiplying 
actual energy flows by energy transformation 
ratios. 



flowing from the main system. It is a measure 
of the strength with which a source may contrib­
ute energy to an economy. For example, in Fig. 
C3 there is no net energy, but in Fig. C6c, net 
energy is 1. 66. Whereas the energy amplifier 
ratio uses actual Calories, the net energy yield 
ratio uses embodied energy of the same type. 

Energy investment ratio is the ratio of the 
feedback energy flow to the resource inflow that 
it helps process; for example, 3.33/100 in Fig. 
C6c. 

Energy added factor is the ratio of production 
generated per unit of low-quality resource 
processed; for example, 1500/1000 in Fig. C5c. 
I t is a measure of the effectiveness of the 
resource in attracting high-quality matching 
energy. 

Traditional Ecological Terminology for Gross 
Production, Net Production, Net Energy 

An energy transformation unit is shown in Fig. 
C9 and used to identify customary ecological 
terminology. The output of an interaction 
process is gross production (G) and is measured 
by the flow of the carry ing state variable (such 
as carbon), by the heat Calories in the upgraded 
energy, or by embodied energy of the production 
flow. 

Some of the gross production goes into storage 
(0), and some of this depreciates (D), and some 
is fed back as part of the interaction (C). 
Some of the production is fed further downs tream 

F 

A E 

f iqure C9. [co logical ~ rinit ions of pruduct iOIl and 
net energy usually calcu lated in actual 
energy units. 

Gross pruduction, Gj 
Overall net pruduct ion in export yield, Ei 
Net product ion in ga in and export, 0 + E j 

Overall net production including feed­
bac ks, E - F (net energy if in unit s or 
same quality); . 

Net production in gain, dQ/dt = OJ 
Net production before storage, B - C - f; 
Assimi lation, A, fj 
Export frum storage , Hi 
Direct ly exported product iOIl , I. 

ell 
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(pathway E) to other units with their storages 
and feedbacks. At any stage downstream from the 
gross production, one may measure the remaining 
flow and call it net production for that point. 
Net production is the production remaining after 
some necessary processes to the production are 
subtracted. Because the definition depends on 
the place in the network and because it is also 
very dependent on the time interval chosen where 
the production is varying, net production is 
very ambiguous. Clarity requires an accurate 
energy diagram with the kind of net production 
that is meant being · defined by designating the 
pathway (see Fig. C9). Traditionally in ecol­
ogy, the between-unit feedbacks (F) of high 
quality have not been included in net production 
measurements, even though they are essential and 
require very high energy. Another kind of net 
production is net rate of gain in storage (net 
growth, Q). Some alternate kinds of net produc­
tion are given in Fig. C9. 

The concept of net production in ecology has 
usually been calculated using actual energy 
units, whereas the net energy concept defined in 
Fig. C9 is calculated using embodied energy 
units of the same quality. This is the one used 
elsewhere in this chapter. In deciding if the 
energy yielded at a point is greater than the 
feedback, since the two are of different qual­
ity, they must be converted into energy units of 
the same type (see E-f in Fig. C9, for example). 
Many efficiencies may be calculated using dif­
ferent ratios of pairs of flows in Fig. C9. For 
example, efficiency of gross production is 
usually calculated as G/A. The efficiency of 
net conversion of the yield in ecology and 
industry is often calculated as E/A. 

Uses of Net Energy 

When a source yields net energy beyond its 
inflow process, this energy is available to fur­
ther maximize power in the system in several 
ways as shown in Fig. CIO: 1. By causing down­
stream growth so that feedbacks are increased 
and more energy is processed from the same 
source, if that source will support increased 
pumping. The effectiveness of this alternative 
may be judged from the net energy of the addi­
tional increment of pumping, i.e., the marginal 
effect. 

2. By helping process a second source, which may 
have a lesser net energy when considered alone. 
The effectiveness of this alternative is evalu­
ated with the energy investment ratio that indi­
cates the additional embodied energy drawn in 
for the amount fed back to the processing. 

3. By exchanging net energy in trade for commod­
ities of higher or lower quality energy so that 
the net effect is an increase in embodied 
energy, increased amplifier effect, or increased 
eff iciency. The effecti veness of the exchange 
alternatives are evaluated with embodied energy 
ratio of the exchange where both are expressed 
in units of the same quality. 

4. By supporting new structures with special 
characteristics that increase efficiency and 
conservation of energy use. Examples are stor­
ages, diversity, and control systems. 

Net energy may be regarded as temporary because 
it is unfedback energy and is wasted until it 
generates more feedback. Surviving systems 
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develop structure and us es for their net ener­
gies after which ther e is no net energy in the 
system considered overall. In a complex web, 
net energy in one part of the web subsidizes 
other processes els ewhere in the web. 

Flexibility of High-Quality Energy 

Energy i s transformed successively in chains 
and webs to higher qualities with spec ial ampli­
fier abilities. One of the properties of higher 
quality energies ( to the right in our di a grams) 
is its flexibility. Whereas lower quality 
products tend to be s pec ial, requiring special 
uses, the higher quality part of a web toward 
which the web often converges is of a form that 
can be fed back as an amplifier to many kinds of 
units throughout the web. 

Becaus e of the varying flexibility of energy 
with pos ition in the ene rgy chain, the di ver ­
gence of production products in th e lower part 
of an energy web (on the left in the diagram) 
tends to be like the left column in Fig. ell. 
Each diverging by-produ c t carries the same 
embodied energy. In s ystems that ma x~m~z e power 
all by-products are fed back in order to have 
s imi lar amplifying eff ec t s . 

In the t e rminal, .fl e xible part of the web, the 
energy flows produ ce d are general and when 
diverged r epresent a dividing of th e embodied 
energy . This import ant principle allows use of 
money t o e valuate embodied energy of high­
quality feedbacks such as human labor. 
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Energy Matching and Investment Ratio 

High-quality energy has its best effect when 
used as an amplifier on lower quality energy. 
If high-quality energy is used alone it has 
nothing to amplify (see Fig. Cl2b). It gets 
used for low-quality purposes. Thus, surviving 
designs are likely lQ have ~ matching of high­
guality energy with larger amounts of low­
guality energy. Low-quality energy flows, thus, 
have the potential for attracting high-quality 
energies, maximizing useful power flows. Low­
quality energy can generate its own feedback as 
in Fig. C3 or C4, but if another source of high­
quality energy is attracted it may augment the 
self -generated feedbacks. With larger amounts 
of feedback, however, lower quality energy 
becomes shorter in supply. When either inter­
acting flow is limiting, resources generate less 
than their potential. A competitive system 
operates with its interacting inflows egually 
limiting (see derivation from Costanza (1979)). 

Energy investment ratio has been defined as the 
ratio of high-quality feedback energy to low­
quality energy flow with both expressed in 
embodied energy equivalents of the same quality. 
The investment ratio that develops may be deter­
mined by that available to competitors. A sys­
tem that has a low ratio can attract energy away 
from a system with higher ratio since power is 
maximized in this way. 
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Unbalanced Arms Input to Production 

Where there are two sources of different qual­
ity such as fossil fuel and sunlight, the high­
quality one may be in excess of what is required 
for best matching by low-quality energy flow. 
Since the sunlight can generate its own matching 
high-quality energy, adding additional high­
quality energy preempts the control, increases 
the production some, but with less efficiency, 
because of diminishing returns. See Fig. CD 
for the relationship of increas ing high-quality 
relative to matching lower quality energy. The 
upper graph s hows increasing production (P) with 
increasing investment feedback, but at a declin­
ing rate. The left section has the feedbacks 
developed from its own net energy. . Beyond an 
investment ratio of one, an outside energy 
source is r equired to increase F. When F is 
very large it has no low-quality energy to match 
it and uses itself for low-quality purposes. 

The lower graph shows the amplifier effect. 
Below F / 1 equal one, the production (P) has a 
high amplifier action and is net energy yielding 
(left model). With more high-quality energy, 
production increases but more slowly and with 
less potential than if the high-quality energy 
was better matched. At very high excesses , the 
high energy can add further by being used for 
low-quality energy. but this gives a very small 
ef ficiency. 
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Multiple Sources; Energy Signature in 
Embodied Energy Units of One Type 

The set of incoming energy sources can be 
described as an energy signature with sources 
arranged on diagrams in order of energy quality. 
In some fields these are called boundary condi­
tions. The actions caused by source pathways 
crossing the boundaries are also called forcing 
functions. Theory was given that the more 
embodied energy, the more ability to control a 
system. By expressing the flows of the sources 
first in heat equivalents per time and then 
multiply ing by energy transformation ratios 
relative to one type of energy, the energy 
sources are then exp ressed in embodied energy 
flowing of the same type. For example, Kemp 
(1976) calculated the energy signature for a 
region on the west coast of Florida peninsula 
(F ig. C14a). In Fig. Cl4b, actual energy was 
multiplied by energy transformation ratios 
expressing the energy signature in embodied 
energy in coal equivalents. The graph shoYis 
more similarity among sources when expressed in 
embodied energy, possibly suggesting self-organ­
ization of the system towards energy matching. 
Where high-quality and low-quali ty energies are 
flowing with similar embodied energy, the high­
quality energies may be well matched to low­
quality energies. How typical this is remains 
to be seen. 

Energy Self-Organization and Maximum Power 

Recognition of the different qualities of 
energy and the matching amplifier actions that 
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maximize power helps account for the webs 
observed in self -organizing systems of nature 
and the human economy. By feeding back net 
energies to amplify inflow to an interconnected 
web, a signature of energy sources can flexibly 
and automatically generate a distribution of 
growth and efficiency, augmenting energy uses 
and thus draw more total power with all net 
energies used further to maximize power. For 
different energy signatures there are different 
resulting webs, but it may be speculated that 
all have the characteristics of hierarchy of 
converging energy quality transformation feed­
back amplifiers and energy matching. 

I f the self -organization process utilizes all 
by-production in useful feedbacks, then the 
emerging system gets more energy transformation 
by making many products and using them than by 
simple energy process ing of one product at a 
time. The reductionist tendency in humans to 
solve energy problems item by item runs counter 
to the maximum power principle, requiring whole­
system plans so that by-products are fed back 
into the system. No flow is wasted in a well­
organized system. The embodied energy in a so­
called "waste product" is as great as the end 
products. 

Self -Organization Derived from 
Second Law or V.ice Versa 

i 

The idea of energy quality control helps 
explain why systems build order and storage to 
survi ve. With higher quality energy to feed 
back, the inf low can be pump ed bet ter than if 
the energy were left to flow by simple diffusion 

dri ,ven by its own gradient. Thus, to use energy 
faster and degrade it faster, the system must 
build order, providing the energy levels are 
higher than the minimum necessary to keep up 
with the depreciation of the storages. This 
reasoning ties the second law and the mainten­
ance of structure together as the same principle 
and explains why there are characteristic auto­
catalytic loops and other feedback arcs where 
energies are above some minimum levels. 

Estimating Maximum Power 
from Energy Signature 

If one knows the energy sources (signature) to 
a system, how can one calculate the maximum 
power that a well-adapted, self -organizing sys­
tem can generate from the sources? Estimating 
the power flow is tantamount to evaluating the 
economic potential in the special case of human 
systems. 

Some approaches to the problem of estimating 
power of a web from its sources are suggested 
with the diagrams in Fig. CIS. These abbrevia­
tions of the actual webs are index models, which 
retain some essence of the whole web, generating 
an index that may be convenient for practical 
purposes of estimating energy-economic poten­
tials. Which of these or other indices will be 
most useful remains to be decided by empirical 
testing. 

The following are ways of estimating potential 
production given the energy s ignature as illus ­
trated in Figs. CIS and C16. 
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Fig. C15: (a) Measurement of the 
Dominant Productive Process 

Because webs involve loopbacks and interac­
tions of each unit in other units, a central 
dominant productive process feeds back and 
receives flows interacting from most other 
units. Thus, measuring the energy flow of the 
dominant production process and multiplying by 
its quality factor provides an integrated 
measurement of production potential. Adding in 
alternati ve productions that are secondary, 
whether upstream or downstream, would involve 
double counting. This system of counting would 
not work where the webs are not well organized. 

(b) Sum of Heat Dispersed 

When the web develops more interactions, amp­
lifications, and energy capture, the total flow 
of energy increases in high- and low-quality 
f lows alike, so that the total heat flow from 
the web in the combined heat sink also 
increases. This includes the energies attracted 
in by exchange and investments. 

(c) Sum of Energy Flows, Each Expressed 
As Embodied Energy of One Type 

Each flow is multiplied by its quality factor 
to convert all flows into solar equivalents (or 
other common type of energy). These are added. 
Since the inflows are all by-products of the 
same solar processes of the biosphere, adding 
converging components that di verged earlier is 
multiple counting of the potential of the same 
original solar energy. Hence, we divide the sum 
by the number of pathways added to obtain a mean 

solar embodied energy. This procedure gives 
greater weight to flows locally greater than the 

· average in the biosphere. Geological flows are 
also expressed in solar equivalents (Odum 1978). 

(d) Measuring Total Low­
Quality Energy Used 

The more higher quality energy is well used, 
the more low-quality energy becomes incorporated 
as matching energy, and the less unused low­
quality energy (such as sunlight) passes unused. 
Measuring the albedo is a way to measure the 
effectiveness of the production process. 

(e) Measuring Production of 
Consumers High in Energy Chain 

I f webs are organized so that the top consum­
ers represent a converging of embodied energy of 
all sources in useful production, evaluating 
flow through top consumers can represent the 
total energy system. For example, conservation­
ists often use large dominant species as indica­
tors of the ecosystem in which they Ii ve. This 
index measures energy flow through terminal 
units of the web. The GNP is a measure of flows 
through the final demand sectors of the economy. 

(f) Multiplying Driving Forces 

Where two flows of different quality inter­
sect, output is often proportional to the pro­
duct of the driving or population force of each. 
Webs of interactions of many flows involve a 
series of interactions of this type, although 
usually interdispersed with storages and other 



units in the web. The Cobb-Douglas production 
function developed empirically from correlations 
in data is a product function, with exponents. 

(g) Evaluating Solar Embodied Energy 
of Each Flow, Adding Excess of Each 
Over Actual Solar Energy to the 
Solar Energy Flow 

Evaluate low-quality energy and add the embod­
ied energy of the higher quality flows that is 
in excess of the low-quality flow. As shown in 
Fig. C2, these additions represent the energies 
that the high-quality excess could generate if 
exported in trade, so as to have full matching 
solar energy elsewhere, the productive products 
being returned in trade. 

Fig. 16: Using Investment Ratio between 
High-Quality Energy and Lowest Quality 
Energy to Evaluate Production 

A fter evaluating all flows in embodied energy 
of one type, calculate ratio of sum of high­
quality flows to the low-quality flow and esti­
mate production from Fig. C13. 

Evaluating a Change in Production Due 
to Change in External Sources 

Changes can be evaluated by sensitivity anal­
ysis of a simulation model. Energy analysis 
calculations can also evaluate change in embod­
ied energy and the effect it has on the total 

power as visualized through one of the concepts 
given in Fig. C15. 

Lavine and Butler (1978), considering impact of 
development on the interdependent web of the 
environment, use the largest impact as an index 
of the total energy change, since the impact 
site affects most other parts of the system 
through feedbacks. The idea is that lesser 
impacts will be less of a limiting factor than 
the largest impact and to add impacts would be 
to double count the impact on the productive 
energy flow (see Fig. C16). 

Comparison of Concepts of Embodied Energy 

In Figs. C3 and C4, each pathway was given the 
embodied energy equal to the total flow, because 
each was necessary to the others. With this 
concept of embodied energy, the energy is not 
portioned among pathways, and feedbacks are not 
additive at their amplifier intersections. 
Compare this concept with others in Fig. C17. 

A part of this procedure does partition energy . 
on diverging, flexible, high-quality energies 
that feed back (see Fig. Cll). 

Where energy transformation ratios are available 
from independent studies, they may be multiplied 
by actual energy flows of a web to get embodied 
energies. These may differ from those in the 
web if it is more or less organized for maximum 
power. 
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Embodied Energy Assigned by 
Matrix of Dollar Flows 

Another definition of embodied energy uses the 
input-output matrix of dollar flows of the econ­
omy to assign the inflow energies to pathways 
(Herendeen and Hannon 1974; Krenz 1967). The 
inflowing energies considered are usually only 
the fuels (not the renewable energies of envi­
ronment), which are assigned in proportion to 
the dollar flow, using a set of energy per 
dollar coefficients. The dollars that produce a 
contribution to final demand are multiplied by 
energy to dollar ratios to get the energy con­
tributions to final demand. Inverse matrix 
coefficients are used. The calculation usually 
leaves off the feedback from the final demand. 
(See Fig. C17b, which shows the way the web is 
abbreviated as compared with Fig. C17a). Thus, 
energy that flows from fuel to 8 to C and then A 
in Fig. C14a is omitted from the calculations of 
energy reaching A in the procedure shown in Fig. 
C14b. 

Another definition of embodied energy illus­
trated in Fig. C17c was used by Costanza (1979, 
1980). The whole web is used, and environmental 
energies are included. In order to make a sym­
metrical matrix, degraded energies are connected 
to sources to make a closed loop evaluation. 
Numbers are obtained by the matrix inversion 
method. 

I n this use of embodied energy the totals are 
partitioned and are additive, whereas the first 
concept does not partition energy. The second 
and third concepts in Fig. C17 may underes timate 
the energy actually required for the flow s . 



Expression of mechanical work in terms of heat 
energy was demonstrated as the mechanical equiv­
alent of heat (established by Joule). The con­
cept of work as an energy transformation was 
given by Maxwell (1877). The application of 
energy to measure the total process has spread 
into different scientific fields; for example, 
quantification of potential energy as ability to 
drive processes in chemistry (Gibbs 1901). 
Energy transformations at infinitely slow rates 
were calculated ' to relate energy transformations 
necessary to changes of states (Carnot 1824; 
Gibbs 1901). That energy could be a common 
denominator to measure all useful works was pro­
posed widely with statements by the following, 
to mention a few : Boltzman (1905); Ostwald 
(1907); Soddy (1935). 

Lotka (1922) provided the maximum power princi­
ple as an extension of natural selec tion. 
DeGroot (1952), Prigogine (1955) and Onsager 
(1931) formulated descriptions of linear open 
system energy transformations . Energy analysis 
describing observed embodied energy in transfor­
mations was attempted in various ecological sys­
tems by Juday (1940) and Lindeman (194'2). 

Recent books on energy analysis by Pimentel 
(1979) and Steinhart and Steinhart (1974) do not 
distinguish energy quality clearly. Slesser 
(1978) and Fluck and Baird (1980) discuss alter­
native concepts. 

Other Energy Quality Concepts 

The Carnot Ratio is often regarded as a mea­
sure of the energy quality of heat gradients, 

measuring their ability to be converted into 
useful work of mechanical quality. The Carnot 
Ratio estimates the efficiency at reversible 
condition (stalled). The efficiency of con­
version of heat gradient source to mechanical 
energy at maximum power is half the Carnot 
Ratio. 

High- and low-quality information content is not 
distinguished by calculations of bits of in­
formation. Embodied energy per actual Calorie 
goes up with ' the bits per actual Calorie. The 
latter a measure of the quality of informa­
tion. 

Essergy, Exergy 

Another concept offered as a measure of energy 
quality is essergy (Gibbs 1901; Evans 1969). 
Essergy is a concept defined to evaluate the 
ability of energy sources to do mechanical work. 
It is the sum of the energies, each multiplied 
by the fraction of each energy, that can be con­
verted into mechanical work. For those energy 
types of lower quality than mechanical energy, 
it is a measure of theoretical efficiency. It 
does not consider efficiencies at maximum power. 
Energy flows of higher quality than mechanical 
work are not given greater value per Calorie. 
Exergy is used for some of the components of the 
potential energy included in essergy. Energy 
analysis done in units of solar eqUivalents, 
coal equivalents , or other types of energy may 
also be expressed in mechanical work equivalents 
by multiplying by the appropriate energy trans­
formation ratio. Sussman (1981 ) provides an 
exergy manual. 
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Historical Note 

The concept of energy as a measurement of 
process related to heat was adapted to scien­
tific usage from ancient vernacular usage about 
1842 by Robert Julius Mayer, Herman Helmholtz, 
and Prescott Joule (see Thirring (1968) and Cook 
(1976)) . Marx used human labor as a metric for 
measure of useful works in 1840 before energy 
concepts were well established. 

Summary 

In this chapter, useful work was defined as 
those transformations of energy that contribute 
to maximum power and survival of the system 
becaus e of the system designs. Energy transfor­
mations, by means previously selected under com­
petition for the best possible efficiency com­
mensurate with maximum power, define the inher­
ent thermodynamic energy of one type necessary 
to generate another type. Ratios of energy of 
one type to generate another under these condi­
tions are energy transformation ratios. To com­
pare the relati ve contribution of energies of 
different types to potential value, energies are 
converted to embodied energy equivalents of the 
same type using transformation ratios. 

Embodied energy was defined as a way to measure 
cumulative action of energies in chains and 
webs. Embodied energy constitutes an alterna­
tive theory of value useful for tracing sources, 
es timating net energy, determining relative 
importance of components, and comparing free 
items that are not cover ed by money. The study 

of relative importance of sources, feedbacks, 
and alternative designs is facilitated by energy 
diagraming followed by energy evaluations using 
quality factors and embodied energy. Such 
energy analysis has been applied to human prob­
lems and the energy crisis, but is more gener­
ally applicable to all systems. 

Embodied energy, energy quality, and the various 
ratios used to evaluate system configurations 
provide techniques of energy analysis and inde­
pendent approaches to understanding value. 
Whereas real, self-designing s ystems develop 
complex webs to combine the signature of avail­
able energy sources, each of different quality, 
apparently maximizing combined power, it is not 
yet clear which of a number of simplified models 
best predicts the combined production potential . 
Recognition of a scale of energy quality 
provides new principles of energy use such as 
matching high and low quality, requiring that 
control of hierarchies be cas caded, and 
requiring that net energy be utilized as a 
feedback. At present there is no concensus on 
embodied energy measures and their appropriate 
use. 
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Part 1: Utility of Energy Analysis 

The ability to consider values in both 
natural-environmental and human systems all on a 
common basis is often recognized as the most 
important attribute of energy analysis. Energy 
analysis uses a common denominator (energy flow) 
to assess the generation or loss of value in 
both environmental .and human systems, thereby 
supplementing the traditional valuation tech­
niques in which environmental flows and 
resources are often considered externalities. 
Because the common denominator is governed by 
the laws of nature, energy analysis may offer a 
more responsive as well as a more holistic 
approach to planning and policy making. Being 
grounded in the universal laws of nature, the 
analysis technique is able to treat the system 
of concern as the "combined economy of man and 
nature , " rather than as two separate systems 
with recognized but poorly understood linkages. 

In energy analysis, the use of energy and time 
(1. e., energy flow) to generate work is seen as 
the linking mechanism between -the natural­
environment system and the human system, thereby 
setting the stage for unified, more complete 
analyses of the combined system. 

Conceptually, all elements can be evaluated in 
energy flow terms. In practice, uncertainties 
remain with various energy flow evaluations. 
Those uncertainties are discussed in the com­
ments th r oughout this manual. Overall, the man­
ual does demonstrate that energy analysis has 
reached a level of refinement commensurate with 
benefit-cost and other traditional analysis 
forms. Therefore, the manual is offered as a 
supplement to the traditional tools for analy­
zing the combined systems of man and nature. 

Part 2: Issues Involved in Using 
Power as an Indicator of Value 

The basic premise, that "systems with the most 
energy resources can use them to meet all other 
contingencies so as to survive competition and 
maximize vitality of the combined economies of 
man and nature," has been viewed as an energy 
theory of value. The theory is based on the 
assumption that it is inevitable that any 
surviving system of man and nature tends toward 
operation at maximum power loading. Conse­
quently, it is assumed that maxlmlzlng work 
accomplished in the combined economy of man and 
nature is desirable and is the appropriate goal 
of the manual's analysis procedure. In the 
past, these assumptions have been controversial, 
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although few of the issues of the controversy 
have been presented in the literature. 

One issue is the disputed validity of the maxi ­
mum power theory, which states that systems that 
maximize their flows of energy (i . e., work) sur­
vive in competition. Although there is evidence 
to support this theory, it is not yet proved. 
I ts validity is probably comparable to that of 
the more common theory that maximizing economic 
production enables a system to meet contingen­
cies so as to survive competition and maximize 
vitality. If maximizing useful work for the 
combined economy of man and nature is the goal 
of the analysis procedure, then the analysis 
conclusions are dependent on the validity of the 
maximum power theory. 

Even if the maximum power theory were proved, 
some may question whether its application is the 
appropriate goal of the manual's whole analysis 
procedure. Essentially the debatable component 
is whether survival alone is an appropriate 
goal. History has provided examples of human 
systems in which survival is valued less than 
other goals, such as achieving honor, a high 
quality of life, happiness, etc. However, it 
may be argued that in such historical examples 
only a subsystem does not survive. For example, 
although an individual may die to preserve his 
honor, the larger social system based on the 
honor value is thereby preserved. With this 
view, it is evident that the boundaries within 
which the maximum power theory is applied are 
very important. That is, the issue may be one 
of determining for which system should power be 
maximized in order to promote survival. 

To be generally accepted, the analysis model's 
boundaries must match the boundaries of the 

value system of concern. It is always possible 
that maxlmlzlng power for a given subsystem 
might have the effect of decreasing power for 
the system, or vice versa. Subsystems are, of 
course, systems themselves. For this manual, is 
the appropriate boundary of application the 
developed region of the human economy? That 
region plus all the natural environment? or 
That region plus only the part of the natural 
enVironment, which we can prove is directly 
important to the human economy? Similar ly, is 
the appropriate boundary of application the 
local area? The regional or state area? The 
nation? The whole world? 

According to this manual, power will tend to be 
maximized (and thus calculations for survival 
should be made) for a globally bounded system so 
that full life-cycle effects of a change of any 
energy flow will be considered, regardless of 
where they occur. This is consistent with a 
concern for valuing environmental externalities, 
which .of course are not constrained by political 
boundaries. It should be noted, however, that 
the value system of concern, and its boundaries , 
are not always well defined in the decision­
making process. Such lack of definition often 
makes it imposs ible to avoid controversy in 
choosing model boundaries. For example, con­
flicts between boundaries of governmental and 
environmental concern (e.g., air pollution from 
one political entity causing costs to another) 
often lack resolution and consequently leave the 
choice of appropriate analysis boundaries open 
to considerable controversy. 

L ike many models , including those in economics 
analyses, the energy analysis model is very sen­
siti ve to changes of boundaries. That has been 
demonstrated in past work where a similar energy 



analysis model was applied to environmental 
impact assessments of transportation actions, 
using local, regional, and national boundaries. 
It has also been demonstrated in net energy 
analyses, which have shown considerable varia­
tions depending on boundaries. 

Part 3: Accuracy of Energy 
Transformation Ratios 

The concept of embodied energy as an indicator 
of the amount of energy used in a system to 
generate any specific energy flow is generally 
accepted in all schools of energy analysis. The 
concept that, for an energy-effective system 
(Le., one with the best possible efficiency 
consistent with maximum power loading), embodied 
energy is also an indicator of value in the sys­
tem is somewhat more controversial. Actually, 
this concept is homologous to the economic con­
cept that for an economical system (i.e., one in 
which costs are balanced by utility), the cost 
of labor and capital embodied in the system is 
an indicator of the value of that system. Con­
sequently, the controversiality of the theoret­
ical bases of value indicators in both energy 
analysis and economics may be very comparable. 

Embodied energy analysis, however, is a rela­
tively new discipline; and thus some of the 
required energy data have been only broadly 
estimated. Therefore, some have questioned 
whether energy transformation ratios, which are 
at the heart of embodied energy evaluation, can 
be calculated with sufficient accuracy for pur­
poses of power plant siting analyses. Several 

of the issues relevant to this question are dis­
cussed below. 

One issue concerning the accuracy of energy 
transformation ratio calculations involves the 
appropriateness of the choice of systems to be 
evaluated. ~1any of the energy transformation 
ratio calculations are based on evaluations of 
the steady state global natural system. That 
is, that system is used as a model of a system 
operating "under competitive conditions in which 
there is the best possible efficiency consistent 
with maximum power loadings." While there is 
considerable reason to believe that the steady 
state global natural system meets those condi­
tions, some reviewers in the past have taken 
issue with that assumption. The basis of the 
argument that the steady state natural global 
system is appropriate is that it has developed 
over long periods of evolutionary competition 
and has achieved an energy budget of near steady 
state conditions over the -long term. In addi­
t ion, according to the maximum power theory, 
surviving systems (e.g., evolved steady state 
systems) operate under conditions of maximum 
power loading. Therefore, it appears unlikely 
that the steady state global natural system 
could be far from an appropriate model for 
energy transformation ratio calculations. 

However, some of the energy transformation ratio 
calculations (e.g., for urban structure and com­
modities of human exchange) are based on evalua­
tions of some human-industrial systems as models 
of systems operating "under competitive condi­
tions in which there is the best possible effic­
iency consistent with maximum power loadings." 
Whether the human-industrial systems evaluated 
do indeed meet those conditions has also been 
questioned. In theory, a free-market economy 
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should guarantee the competitive conditions and 
the maximum power incentive, and the choice of 
mature human-industrial processes in such an 
economy should assure the best possible eFFic­
iency consistent with maximum power loadings. 
In practice, however, the economy, with its 
non-Free-market components, does not always 
guarantee competitive conditions in every 
market, and whether a given human-industrial 
process has indeed matured (i.e., operating with 
the best possible eFFiciency) is never certain. 
Thus, some uncertainty remains about the appro­
priateness of human-industrial systems as models 
for calculating energy transformation ratios. 

The analysis findings will vary in proportion to 
changes of the energy transformation ratios 
used. Consequently, analysis findings may lack 
accuracy to the extent that the energy transFor­
mation ratio calculations are led astray by 
evaluations of inappropriate system models. It 
should also be noted that I the question of just 
what is accurate enough for purposes of the 
plant-siting analysis is also relevant to asses­
sing the model's sensitivity. That question can 
be answered only by comparison with the accuracy 
of alternative analysis tools and with the risks 
of the consequences of being inaccurate. ' 

Even if the systems evaluated in the calculation 
of energy transformation ratios do meet the 
specifications of operating "under competitive 
conditions in which there is the best possible 
efficiency consistent with maximum power load­
ings," there remains some question of the qual­
ity of data available to evaluate the energy 
flows of those systems. The global system's use 
of sunlight to power all of the world's natural 
processes has been evaluated by a number of 
methods and researchers and appears to be well-

accepted data. However, determination of the 
natural-system global energy flux of particular 
classes of energy transFormations in natural 
processes often requires data that have not been 
well established. For example, the base data on 
the natural global flux (of resource cycles and 
associated energy changes) of wind, carbon, acid 
substances, vapor, rocks, and dissolved solids, 
have been only broadly estimated. As is the 
case with many data used in all forms of envi­
ronmental and economic analyses, levels of con­
fidence have not yet been determined. 

The data problem may be more severe when evalu­
ating embodied energy flows of human-industrial 
systems used as models for energy transformation 
ratio calculations. Although data on the energy 
flux of the particular transformation of concern 
may be well established, the data needed to 
evaluate the whole human/ industrial system's 
energy flux used in generating that transforma­
tion are often not well established. Often 
there is controversy concerning what energies 
contribute to the transformation of concern. 

.F or example, there is considerable controversy 
about whether the energy required to support the 
labor force should be considered as the energy 
contribution to the transformation (i. e., pro­
duction process) achieved by that labor force. 
In addition, often the needed data are dependent 
on private-industrial or public sector statis­
tics, which are often broad approximations. 
That is especially relevant in the case of urban 
structure or land use calculations. Of course 
such data concerns are common in many other 
forms of environmental and economic analyses. 

Another issue concerning the accuracy of energy 
trans formation ratio calculations involves the 
validity of the assumption that the total annual 



amount of sunlight absorbed in the global system 
is used (either directly or indirectly) to gen­
erate the annual energy transformation of each 
indi vidual natural process. This assumption is 
inherent in most of the energy transformation 
ratio calculations that use the steady state 
global natural system as a model for evaluation. 
For example, in calculating the solar energy 
used by the global system to generate the chemi­
cal energy of all primary production, not only 
the s unlight used directly in photosynthesis is 
counted, but also all other sunlight absorbed by 
the global system. This much larger amount is 
counted because it is assumed that the sun is 
the only significant energy source for all 
processes of the global natural system and that 
this system is such a highly · interdependent web 
of processes that all processes are at least 
indirectly interdependent. Therefore, the sun­
light used to drive the hydrologic, atmospheric, 
and all other global processes at their particu­
lar rates of production is used indirectly to 
drive photosynthetic production at its global 
rate. In other words, even an annual loss of 
the sunlight that would have been absorbed by 
the middle of the ocean or by the highest clouds 
would cause a change in the global steady state 
flux of primary production. That is, the total 
amount of sunlight absorbed by the global system 
is needed to drive the global photosynthetic 
production at the global steady state rate. 

The unproved parts of this reasoning, and conse­
quently the parts that may be at issue, are the 
assumptions that the sun is the only nonneglig­
ible energy source for the global natural system 
and that this system is such a highly interde­
pendent web of processes that all processes are 
at least indirectly interdependent. The ques­
tion is unsettled with regard to the global 

importance of tidal energy and the ultimate 
energy source of some geologic work. The first 
assumption, that the sun is the only nonneglig­
ible energy source, is commonplace in the liter­
ature of many fields, although there probably is 
no way to verify it. The second assumption, 
that all of the world's natural processes are at 
least indirectly interdependent, is somewhat 
less common and is more likely to be a point of 
contention in the use of energy analysis. Prob­
ably there is no way to verify the second 
assumption either, although it should be noted 
that no disproof has yet been shown. Continued 
use of this assumption relies on the consider­
able evidence in its support. Calculated energy 
transformation ratios may be inaccurate if these 
assumptions are incorrect. 

The accuracy of some energy transformation ratio 
calculations depends on knowledge of the partic­
ular energy transformation ratio between sun­
light and coal (or other fuel) or between sun­
light and electricity. Such knowledge is needed 
in order to express industrial energy flows 
(usually expressed in fuel or electricity equiv­
alents) as solar equivalents, so that both 
natural-system and human/industrial-system flows 
may be compared . For example, in calculating 
energy transformation ratios for commodities of 
human exchange (e. g. , cement.. glass, steel, 
etc.) or for human assets (e. g., urban struc­
ture), the energies used directly in the indus­
trial production processes are usually reported 
as fuel or electricity equivalents, which must 
then be translated into solar equivalents so 
that all energy contributions can be accounted 
for on a comparable basis. 

Precise knowledge of the energy trans formation 
ratio between sunlight and coal (or other fuels 
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or electricity) is not known. Estimates have 
been made based on a combination of natural and 
industrial processes. . The steady state global 
natural system is used as a model to calculate 
the amount of sunlight required to generate each 
Calorie of wood; a wood-fueled electricity­
producing system is used as a model to calculate 
the number of Calories of wood (and the number 
of Calories of fossil fuels used indirectly in 
harvesting, power plant construction, etc.) 
required to generate each Calorie of electric­
ity; and the inferred number of solar Calories 
required to produce each Calorie of electricity 
is compared with the number of Calories of coal 
required (directly and indirectly) to produce a 
Calorie of electricity (calculated based on a 
coal-fired power plant model). Approximate 
findings are outlined below. 

Global natural system: 1000 Cal Solar = I Cal 
wood 

Wood-fired power plant: 2.8 Cal Wood + 2.6 Cal 
Coal (indirect) = 1 Cal Electricity 

Coal-fired power plant: 4 Cal Coal (direct and 
indirect) = 1 Cal Electricity 

Combining equations: 2 Cal Wood = 1 Cal Coal; 
2000 Cal Solar = I Cal Coal 

Although this procedure provides ball-park esti­
mates, it has some soft spots. It assumes that 
both the wood-fired and coal-fired power plant 
systems evaluated are operating "under competi­
tive conditions in which there is the best 
possible efficiency consistent with maximum 
power loadings." As discussed above, that 
assumption may be questioned. In addition, the 
set of data used to evaluate the indirect energy 
contributions to the power plant systems (e. g., 
energies used to · mine the coal or harvest the 
trees and to build, operate and maintain the 
power plants) may be contested, as indicated 

above in the discussion regarding questions of 
what should be counted as energy contributions 
and how accurate are the available data. 
Because of these soft spots, all energy trans­
formation ratios expressing industrial energy 
flows as solar equivalents must be considered 
first-cut estimates pending more exhaustive tab­
ulations of transformations from sunlight to 
coal (or other fuels). 

One other issue concerning energy transformation 
ratios is discussed in the energy analysis 
literature. Even if the maximum power theory 
were proved, a question remains concerning the 
need for assuming maximum power loading as a 
criterion in the determination of energy trans­
formation ratios. In practice, however, the 
question of loading is oFten not a problem since 
observed transformations are used without 
assumptions about loading. When loading assump­
tions are used, they are based on observations 
that surviving systems tend toward operation at 
maximum power loading. In general, these obser­
vations have been of natural rather than human­
industrial systems. Whether such a condition is 
appropriate For human-industrial systems, espec­
ially whole economies, may be debated. Prob­
ably, deFinition of time boundaries is important 
in this concern because it would appear that 
operation Far From maximum power loading can 
exist, but not persist for very long periods of 
time. Thus, with long-time boundaries, it may 
well be appropriate to assume maximum power 
loadings in the determination of energy trans ­
Formation ratios. Deviations From maximum power 
behavior are regarded as part of the necessary 
variation For creative Fitting of the system to 
maximum power in the long run. Hence, some 
deviation is regarded as a necessary useFul 
energy diversion. (It should be noted that a 



similar, although less likely, issue could arise 
concerning the appropriateness of assuming "com­
petitive conditions" as a criterion in the 
determination of energy transformation ratios. 
That is, our economy provides many examples 
where, at least in the micro-view, processes can 
proceed without competition due to imperfect 
knowledge, government regulation, etc. However, 
this issue too may become negligible if time 
boundaries of concern are set far in the 
future.) 

The issue of assuming operation at maximum power 
as a necessary criterion in the determination of 
energy transformation ratios is an issue at the 
heart of the analysis procedure. Energy trans­
formation efficiencies vary according to power 
loading of energy transformation processes, and 
the analysis model is extremely sensitive to 
changes in the energy transformation ratios. 
Analysis findings will change in direct propor­
tion to changes in the ratios used. The focus 
of concern here is whether the maximum power 
requirement sets a stricter, or a less strict, 
limitation on energy transformation efficiencies 
than is found in the operation of the particular 
(human) system, which is supposed to be pro­
tected by the whole power plant siting analysis. 
I n other words, if the human system of concern 
can achieve energy transformations at a higher 
eff iciency than is observed (and ref lected in 
the energy transformation ratios), then the 
analysis model overestimates the human system's 
energy flows needed for achieving the energy 
transformations, and therefore for achieving the 
required work. Similarly, if the human system 
of concern can achieve only less than the level 
of efficiency assumed in the energy transforma­
tion ratio calculations, then the analysis model 

underestimates 
flows. 

the human system's 

Part 4: What Should Be Counted 
as Energy Contributions 

energy 

The embodied energy accompanying each pathway 
in the diagram (Fig. 1 in the manual) is 
intended to be a comprehensive indication of all 
energies contributing to each pathway. There 
has been some controversy among energy analysts 
as to just what should be counted as energy con­
tributions. Those energy analysts working with­
in the framework of economic analysis have often 
excluded some renewable energy flows, some non­
renewable energy flows embodied in nonfuel · 
minerals, and some energy flows used in the life 
support of (and therefore embodied in) human 
labor. In this manual, all such energies are 
intended to be included in the embodied energy 
evaluation of any pathway. The following 
discussion expands this issue. 

Energy analyses have been applied to a variety 
of undertakings requlrlng a consideration of 
various sets of energy flows and storages. 
Natural-ecosystem analyses often require consid­
eration of only the natural environment's energy 
flows and storages. These include sunlight and 
its many transformations and subsequent storages 
in land, air, water, and biotic cycles. How­
ever, human-system analyses or analyses of the 
combined system of man and nature (as intended 
in this manual) involve several categories of 
energy flow or storage that are not significant 
in natural ecosystem analyses. For example, 
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fossil fuels, although technically a storage of 
energy from natural ecosystems, play a dominant 
role in human-system energy flows even though 
they appear to contribute only little of their 
embodied energy flow to natural-ecosystem func­
tions. Similarly, it might be argued that many 
other minerals--such as iron, copper, and alum­
inum--may contribute much more of their embodied 
energies to human-system production than to the 
natural ecosystems from which they were gener­
ated. Although not normally considered as 
energy contributors, each mineral used in the 
human system process carries embodied energy 
that is released according to the specific min­
eral's uses in those processes. Consequently, 
when evaluating energy use in man-nature sys­
tems, the important categories of energy flow 
and storages include: natural ecosystems 
(including major flows and storages in land, 
air, water, and biotic cycles); fossil fuels; 
and other minerals. 

All of these categories contribute embodied 
energy to production processes in the economy of 
man and nature. However, when evaluating energy 
contributions to any particular economic produc­
tion process, many analysts exclude from consid­
eration any use of these embodied energies that 
are chanelled to that process via human labor­
ers. That is, any energy used as life support 
for labor (i.e., the energy embodied in the 
goods and services consumed by labor) is 
excluded. The argument for this exclusion is 
that, "since the objective of the economy is to 
furnish people with their needs, to count the 
energy for life support of labor is to double 
count" (Slesser, M. 1974. Letters. Science 
196:259-61). The validity of this exclusion has 
been a major issue in the field of energy analy­
sis. In addition, because solar radiation is 

often considered a free good, some analysts 
exclude from consideration sunlight or any of 
the energy flows of its transformation products 
in the natural environment. 

The energy analysis methodology presented in 
this manual does not exclude the counting of 
energies used in the life support of labor or 
the energies from sunlight in the natural envi­
ronment. Indeed, one of the major premises of 
the whole methodology is that energy analysis 
provides an empirically based means of valuing 
the effects of resource allocations that are 
external to other means of analysis (particu­
larly economic analysis). Because there are 
energy requirements, and subsequent effects, for 
all resource uses--including environmental, 
labor, and fuel, mineral and other capital 
resourceS---B complete accounting of the energy 
cost of any process requires that no resource 
contributions to that process be excluded from 
consideration. In sum, because even the 
so-called "free" resources (e.g., sunlight) and 
the end-use feedbacks (e.g., labor) are required 
contributions (up to the amount that would be 
embodied under competiti ve and maximum power­
loaded conditions, Le., the least energy cost 
requirements of those resources and feedback 
flows), they are assumed to add value to the 
economy. 

Should solar-derived energy flows and storages 
of the natural environment be excluded from con­
sideration, analysis findings would not reflect 
any of the value changes associated with envi­
ronmental impacts. Shou Id the energy cost of 
labor be excluded from consideration, analysis 
findings wou Id not reflect the extent to which 
changes in system-wide labor requirements 
associated with plant siting proposals and 



alternati ves might affect value in the economy. 
It should be noted that these conclusions assume 
the validity of the overall concept that value 
and the embodied energy cost of achieving that 
value are consistently related. Whether that 
concept is indeed valid, could be determined 
with def initi ve findings of either the maximum 
power theory (discussed above in Part Z) or the 
theory that there is a consistent proportional 
relationship between economic production and 
embodied energy flow (discussed below in Part 
8). As indicated in Parts Z and 8, consider­
able, although not definitive, evidence exists 
in support of both theories, and further 
research would be useful. 

Part 5: Space and Time Boundaries 
of Concern 

In evaluating the change of overall flow of 
value in the web, it is important to define the 
space and time boundaries of the web which is of 
concern. The space boundary issue is discussed 
above in Part Z, noting that in this manual, 
evaluations are made of a globally bounded sys­
tem. That is, power is to be maximized for the 
largest possible system of concern. In addi­
tion, the time boundary of concern in this 
manual is large enough to include full life­
cycle effects of any change, even those changes 
occurring in the very slow-moving cycles of 
nature. For example, the destruction of a 
high-quality agricultural soil today is valued 
as a loss not only during the life of a power 
plant, but rather for all the time (and associ­
ated energy flow) it will take the most effec­
tive processes to replace that soil. The use of 

such a long life-cycle time boundary for maxi­
mizing the overall flow of value in the web may 
often differ considerably from the time boundary 
assumed in many economic analyses, where value 
is determined according to market decisions in 
which often there is very limited reward for 
considering full life-cycle effects. 

Part 6: Double Counting Possibilities 
in Embodied Energy Evaluations 

Aggregating effects according to the algebraic 
summation of the changes in embodied energy 
flows requires considerable care to avoid double 
counting. Because embodied energy values are 
indicators of system-wide energy requirements 
for generating a given flow, two different flows 
that may be cogenerated by a single system may 
carry at least some of the same embodied energy. 
In such situations, adding embodied energy 
values may constitute double counting to the 
extent that embodied energy evaluations are 
based on same-system energy flows that are 
generated (a) from the same source or sources, 
and (b) during overlapping periods of time. 

For example, it would be double counting to sum 
the embodied energy values of photosynthetic 
production of vegetation and evaporation of any 
water that is inherently transpired within the 
system's web of processes that contribute to the 
photosynthesis. In such a case, the photosyn­
thesis and evaporation would be merely different 
manifestations of the same sunlight. However, 
there is some uncertainty regarding possible 
double counting of embodied energy values when 
the two flows being considered take place on 
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vastly different time scales (e.g., photosyn­
thetic production processes and fossil fuel gen­
eration processes). Similarly, there is some 
uncertainty when the two flows being considered 
are generated by two systems with unknown 
degrees of interdependencies (e.g., photosyn­
thetic production in the natural environmental 
system and economic production in the human 
system, when we know that the two systems are at 
least partly interdependent, i.e., driven by 
common energy sources). Although some care has 
been taken in the development of this manual to 
avoid such double counting, any user who may 
expand the parameters considered in the manual 
should be aware that to the extent that any two 
e nergy transformations (and resulting flows) are 
dependent on a common energy source, their 
embodied energy values may double count against 
each other. It should be noted that the 
manual's procedure emphasizes the importance of 
the detailed energy diagram in making clear what 
relationships are believe d to exist: Often the 
diagram clarifies uncertainties and helps 
prevent double counting or misunderstandings 
about what has been assumed. 

Part 7: Consistency of Governing 
Mechanisms in Energy and 

Economic Systems 

The fundamental concept in energy analysis, 
that there exists a s ingle economy of man and 
nature with a single set of rules governing all 
flows among all parts, differs significantly 
from the economics concept of an economy. In 
economic analysis, some flow s are governed by 
market dynamics and other flows, governed only 

by the laws of nature, are not amenable to econ.­
omic quantification. This fundamental differ­
ence in the models used to evaluate resource 
flows explains why energy analysis is proposed 
as a tool that inherently enables evaluations 
(of nonmarket flows) that are not amenable to 
evaluations with traditional economics 
models. 

Part 8: Comparison of Monetary and 
Embodied Energy Indicators 

When using the ratio of total energy to GNP, 
there are assumptions and potential pitfalls to 
be aware of. The major assumption is that there 
is a consistent proportional relationship 
between economic production, as measured by GNP, 
and the embodied energy flow of the man/nature 
system generating that production. Although 
testing of that assumption has been very suppor­
tive, it is not yet broadly accepted. Most 
testing has compared money with only fuel 
energy, not all the energies of the environ­
ment. 

Even if the hypothesized consistent proportional 
energy/GNP relationship is accepted, there are 
some important constraints to its app ropriate 
use . The energy/GNP ratio is a measure of 
energy flow as it is first absorbed by the econ­
omy to money flow at final demand. As indicated 
in Fig. 01, most energy is fir st absorbed by 
primary processes of the economy and then i s 
used in a ser ies of transformations, each with 
attendant conversion losses be fore it is 
actually embodied in a good or servi ce consumed 
at final demand. Therefore, the ratio of actual 
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energy flowing at final demand to GNP dollars 
(which are measured at final demand) is much 
lower than the total embodied energy/GNP ratio. 
That is, actual energy flowing at final demand 
has a larger effect on GNP than would be indi­
cated by the total energy/GNP ratio. Conse­
quently, the total energy/GNP ratio would under­
estimate the effect on GNP due to any energy 
that is first absorbed by the economy by inter­
acting directly with intermediate or final­
demand processes. For example, a calorie of 
tree production in the landscaping of a residen­
tial , front lawn (interacting directly with a 
final demand sector) has a larger effect on GNP 
dollar value than a calorie of tree production 
in a lumber industry's forest. (The latter 
first interacts with a primary economic process 
before becoming embodied in a final demand econ­
omic process.) Thus, the total energy/GNP ratio 
may be accurate for calculating GNP value from 
energy flow only when the energy being consid­
ered first interacts with the economy in primary 
processes and then is used in a typical series 
of transformations before reaching final demand. 
Because most energy absorbed by the economy 
meets that criterion, this constraint on the use 
of the energy/GNP ratio should not be a signifi­
cant barrier to use of the ratio in the manual. 

A second constraint must also be considered. 
Because GNP is a measure of money flow only at 
final demand, when using the ratio to calculate 
the amount of energy absorbed by the economy in 
support of any given money flow, that money flow 
should be a measure at final demand, not at 
primary or intermediate transactions. Applica­
tion of the ratio to money flows at primary or 
intermediate transactions would underestimate 
the energy absorbed by the economy. This is 
because the ratio assumes more conversion losses 

than have actually occurred between the energy's 
first interaction with the economy and the 
transaction where money is flowing. Therefore, 
the total energy/GNP ratio may be accurate for 
calculating total (embodied) energy flow only 
when the money flow being considered is at final 
demand. Because many flows of money associated 
with construction and operation of a power plant 
do not meet that criterion, the user of this 
manual should not rely on indiscriminate use of 
the energy/GNP ratio as an accurate indicator of 
embodied energy associated with economic goods 
and se'tvices that are inputs to the power plant 
system. 

Part 9: Sensitivity of Energy and Economic 
Models to Environmental Changes 

Another way of understanding some of the bas ic 
differences between energy analysis and economic 
analysis is to compare the models they use for 
predicting utility, i. e., how much value can be 
generated with the use of a given resource in 
the economy. Energy analysis makes evaluations 
of future effects using a model based on the 
physical laws of nature that set limits on the 
efficiencies of energy transformation processes. 
Economic analysis uses a model based on human 
perceptions and projections of the future util­
ity of resources; the model is often referred to 
as market pricing, or "Adam's invisible hand." 
Although ultimately both models may provide the 
same findings, the energy analysis model may 
enable man to be more rapidly responsive to cer­
tain near-term and long-term resource changes in 
the combined system of man and nature, before 



"Adam I S hand" recognizes markets for those 
resources. 

Part 10: Assumptions Concerning 
Discounting in Energy Analysis 

Although energy evaluations may be independent 
of the shifting value of money due to inflation, 
they may not be independent of shifting value 
due to real discount, which is another component 
of apparent change of value with time. Real 
discount is an estimate of the rate at which a 
resource changes value with time beyond the 
effect of inflation. In the energy analysis 
procedure for comparing various values, it 
appea rs as if energy values need not be 
dis counted with time. That, . of course, would 
appear to contradict traditional economic 
theory. Several different arguments on this 
issue have been posited, and none yet has 
received general acceptance. 

Some energy analysts argue that energy analysis 
accomplishes the same thing as discounting 
because evaluations are made of what could have 
been done in the future with the same energy. 
Accordingly, the only difference from tradi­
tional discounting is that the rate is not made 
explicit. This argument appears to include the 
assumption that energy use in the future will be 
accomplished at maximum efficiency for a system 
"under competitive conditions with processes of 
transformation loaded for maximum power." In 
other words, that efficiency is assumed for the 
evaluation of what could have been done in the 
future with the same energy. Because all future 
uses of that energy assume that efficiency, it 

is not clear how this argument leads to differ­
ent values of the same energy if used at differ­
ent times in the future (as would occur with 
discounting in traditional economic valuation). 
Although calculated dollar values would change, 
due to changing energy-dollar ratios of the 
economy, it appears as if . embodied energy values 
would remain constant. It should be noted that 
some energy analysts have suggested that it is 
inappropriate to discount energy, or even that 
energy should have a negative discount rate, 
because of the apparently increasing real value 
of energy in the world today. It has also been 
argued that the value of energy in the economy 
of man and nature changes according to the rate 
at which that economy uses energy. This argu­
ment is based on the observation that energy 
transformation efficiencies decrease as energy 
is used more rapidly. Accordingly, in times of 
increasing. growth rates, energy use becomes less 
and l ess efficient as time progresses . There­
fore, the saine energy is capable of generating 
less and less value in the economy. This argu­
ment suggests that projection of recent discount 
rates far into the future would be appropriate 
only if growth rates continue to change as they 
have in the past. With no general acceptance 
yet of anyone of these arguments, there appears 
to be need for further research and discussion 
of this issue. 

It is commonly understood that economic benefit­
cost analyses are extremely sensitive to changes 
of discounting assumptions. To the extent that 
energy analysis is used to estimate social 
values, there remains cons iderable uncertainty 
regarding the effects of the di scou nting iss ue. 
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ABSTRACT 

This is a manual for estimating the energy embodied in environmental values and 
in human interactions with the landscape. The energy flows of nature develop 
storages and patterns of organized flow in the form of ecosystem, earth systems, 
and interfacing systems of human activity. By estimating energy flows and 
expressing them in solar equivalents, numerical values are found for the environ­
ment on a natural, universal scale, one that can be related to economic potential 
according to the prevailing ratio of dollar circulation to energy use. 

First, main environmental flows and storages of energy are identified and ranked 
according to the solar equivalent energy ' with the help of a general model diagram 
for most landscapes, which serves as a checklist. Then, . values of energy flow 
are determined, first in actual energy values, Le., their heat equivalents, if 
they were converted into heat. Next, all external energy flows are converted 
into embodied solar equivalent Calories, thus making dilute and concentrated 
energies comparable so far as their original source. Energy flows multiplied by 
the time for storage provides embodied energy values for the structures, stor­
ages, and accumulations, also in solar equivalents. 

Estimates of energy flows or storages of the environment expressed as solar 
equivalent Calories may be expressed as dollar equivalents by multiplying by the 
ratio of dollar flow to solar equivalents used in the economy for that year. 
This is an estimate of the proportionate contribution of that environmental 
resource directly and indirectly to the economy. 

When evaluations are made for a particular area, the embodied energy within that 
area includes not only environmental energy resources initiated from the area, 
but matching energy attracted from fuels and environmental sources outside the 
region. For the United States the ratio of attracted energies to original envi­
ronmental resources is about 3:1. 

',' 
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INTRODUCTION 

The economy of nature and of humanity is based 
on the transformation and utilization of energy, 
most of it ultimately derived from the sun. 
Solar based energy flows and resulting storages 
are the externalities of the environment upon 
which humanity and its economy is based. As 
Fig. El shows, the economy depends on the web of 
external energy sources (and the accompany ing 
flows of materials, information, and struc­
tures). Removing externalities (such as fuels, 
land, or other environmental flows) reduces the 
true work done and the real dollar value. For a 
general explanation of these concepts and prem­
ises see recent book (Odum and Odum 1976, 1981). 

Ways of evaluating the external energy basis of 
the economies of both nature and man are needed 
so that observed or antiCipated changes in ex­
ternalities can be related quantitatively and 
the ultimate effect on f/-lture econ.omies esti­
mated. This is a manual (or evaluat1ng resource 
and environmental values according to the solar 
equivalent Calories in energy storages and flows. 

Energy and Embodied Energy 

All energies may be converted 100% into heat, 
and this property is actually the working defin-

ition of energy. The calories (or joules) of 
heat are a common denominator by which energies 
of different types are compared. 

However, as they flow, energies are transformed 
into flows and storages of commodities of higher 
quality (goods, services, materials, informa­
tion etc. ). These are energy flows of higher 
quality because they have a greater ability to 
feed back and amplify other flows. Since more 
solar energy was used to make them, the higher 
quality energies have greater embodied solar 
energy. Embodied energy is the energy of one 
type required to develop another type of energy 
that is lesser in quantity. 

Chains and webs of energy flow like those in 
Fig. 1 have large quantities of low-quality 
energy at the start and small quantities of 
high-quality energy after successive transforma­
tions. Thus, there is the confusing property 
that the less actual energy in a commodity, the 
greater the embodied energy and energy qual~ ty. 
Human labor, information, culture, complex 11fe, 
and expensive technological devices have rela­
tively small energy fl.ows, but very high embod­
ied energies are required for their formation 
and maintenance. 

The evaluation of the resources and the envirqn­
ment requires that the flows and storage be 
evalu at ed in embodied energy of one type s o that 
they may be compared . The embodied solar energy 
in a flow or storage is solar energy required to 
replace that flow or storage. 

El 
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Figure [1. Relation of energy signature and important storages of the environment to nows of the roollie d economy (pathways accom­
panied by dashed lines fo r $ ). Some of the high -qua lity energies are ill human urban sector and some a re in aspects of 
envirunmental quality and human culture not c lose l y connected to the dollar fl ow. 
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Embodied Energy Theory 
of Long-Range Value 

In one sense the procedures given here imple­
ment a theory of value. Although immediate 
economic value of a commodity depends on the 
immediate effect it can produce on the flows of 
energy and money (marginal utility value), the 
long-range value depends on the energy embodied 
in the commodity. The energy required to de­
velop a commodity determines the use that should 
be made of it. Items with high embodied ener­
gies like human labor require more important 
amplifier effects to justify the energy expendi­
tures in the development. The long-range value 
is not the momentary effect on .an existing sys­
tem, but the effect that the system should be 
getting and toward which it will reorganize so 
as to maximize the overall good use of energy. 

Prices give us indications of the short-term 
effect a commodity has on economic pathways. 
Similarly, the slopes of the curves of limiting 
factors give indications of the short-term 
effect in noneconomic pathways. The ultimate 
values, however, may be estimated from the 
embodied solar energy, because systems evolve so 
as to use high embodied energy only for interac­
tion with high amplifier effect. A system for 
evaluating the environment with embodied ener­
gies provides a way to estimate values before 
systems of economic use have been developed. 
Embodied energies measure the work of the envi­
ronment that supports the economy. 

Energy Transformation Ratio 

The embodied solar Calories required to gener­
ate a Calorie of energy of higher quality is the 
energy transformation ratio (sometimes called 
quality factor). These ratios are multiplied by 
actual energy flows to obtain embodied solar 
equivalents. Energy transformation ratios are 
given in Tables Ela and Elb. 

Methodology of Energy Analysis of Value 

If embodied energy predicts effects in non­
monied systems of nature, as well as economic 
effects after uses develop, environments may be 
evaluated by tabulating the important energy 
f lows and storages of an area in embodied solar 
equivalents . Evaluations include those of land, 
soils , marine resources, climate, catastrophic 
events, and the high-qua.lity storages of infor­
mation and human works. Because energy flows 
interact, one amplify ing the other, understand­
ing of the energy basis is best visualized by an 
aggregated overview model on which energy flows 
and s torages can be written (see Fig. El). Em­
bodied solar energy values may then be writ ten 
on the diagram and calculations documented with 
tables. 
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Table E1a. Energy transformation ratios of environmental sources in global solar Calories per Calorie. 

Pathway or 
Storage 

(Number or 
Letter in 

Fig. E2l 

FLOWS: 
1 
2 

3 
4 

5 
6 

7 
8 
9 

lOa 
lOb 
11 

12 
13 
14 
15 

16a 
16b 

17 
18 
19 
20 

21a 
21b 
21c 
21d 
22 

23 
24 
25 
26 

Sun 
Wind 
Heat 

Name of Item 

Vertical exchange 
Horizontal advection 

Vapor 
Vertical exchange 
Horizontal advection 

Rain 
Kinetic p:>tential 
Gravitational potential over land, 875 m 
Chemical potential of rain over land 
Chemical potential of nitrogen over land 
Chemical potential of phosphorus over land 
Chemical potential of acid rain over land 

Tide 
Physical 
Chemical 
Chemical 

Wave 
Sand 

potential of 
potent ial of 
potential of 

tidal 
tidal 
tidal 

inflow 
inflow 
outflow 

Chemical potential in sand flux 
Elevated potential in sedimentation 

Streams 
Physical energy in 
Chemical potential 
Chemical potential 
Physical potential 

Catastrophic 
Earthquake 
Tornado 
Hurricane 
flood 

Species 

stream flow 
of water in stream 
erergy in sediments 
energy in materials 

Algae 
Hicroinvertebrates 
Vascular plant seeds 
Insects 
Vertebrates 

Human exchange 
Money Flow 
Potential energy in land uplift 
Chemical potential energy in lard uplift. 

Gran~te 

in streams 
in s tre am now 

Transformation Ratio, 
Solar Cal/C.l 

4.5 x 

1.0 
56.7 

12.9 
5.3 

55.9 
55.9 

2.38 x 105 
4.00 x 103 

6.90 x 103 
9 2.91 x 10
10 2.61 x 10
9 1.09 x 10 

11.56 x 103 

6.9 x 103 

6.9 x 103 

1.16 x 104 

5 4.6 x 10
14 1.77 x 10 

1.06 x 104 

3.57 x 104 
0.88 x 106 

2.33 x 107 

3.98 x 106 

2.61 x 1010 

1.11 x 103 

4.00 x 105 

7 x 1029 

7 x 1026 

9 x 1027 
7 x 1024 

4.§ x 1021 
10 to 5.1 x 

1.5 x 1012 

10.19 x 107 

105 

Basis in 
footnotes 

1 
2 

3 
4 

5 
6 

7 
8 
9 

lOa 
lOb 
11 

12 
13 
14 
15 

16a 
16b 

17 
18 
19 
20 

21. 
21b 
21c 
21d 

22 
22 
22 
22 
22 
23 
24 
25 
26 



Table Ela. (continued). 

Pathway or 
Storage 

(Number or 
Letter in 
Fig. (2) 

STORAGES: 
A 
B 
C 
D 
E 
F 
G 

Basalt 
Sha le 
Limestone 
Sandstone 

Wood biomass 
Soil 
Species 
Human assets 
Uplifted land 
Chemical potential 
Physical potential 
Corn crop 

Name of Item 

ene rgy in rock 
energy in land form 

Transformation Ratio, 
Solar Cal/Cal 

2.0B x 107 

5.22 x 107 

0.77 x 106 

2.B3 x 107 

2.B9 x 103 

11.~ x 104 

4.6 x 10
3

1 to 7.0 x 10~9 
JO.3 x 10 to 171 x 10 

1.52 xlO 7 
0.77 x 10 to 19219 x 10 

1.50 x 10
3 6.32 x 10 

Basis in 
footnotes 

26 
26 
26 
26 

27 
2B 
29 
}O 
31 
32 
JJ 
34 

lGlobal solar energy: one by definition. Coal equivalents of direct sunlight were found to be about 2000 terrestrial solar 
Cal/Cal coal by calculating energy for growing wood, fur collecting wood, and converting wood to electricity. four coal 
Calories can generate a Calorie of electricity. for each Calorie of terrestrial sunlight about 3.4 Calories of total glo­
bal sunlight generates rain, wind, etc. used on land. Thus there are two energy transformation ratios fran SLn to coal: 
2000 direct solar Calories/Calorie coal; 6800 global solar Calories/Calorie coal. 

2Wind kinetic ene rgy: Rate of production of atmospheric kinetic energy Pm for the entire atmosphere (Honin 1972) Pm ~ 2 

x 1012 kw = 1.51 x 1019 Cal/yr. Solar energy 5 = solar insolation - albedo (Sellers 1965) = (4600 Cal/m2 ·day) 

(5.1 x 1014 m2 area of earth)( 365 day/yr) = B.56 x 1020 Cal/y<- Energy transformation ratio for wind is: Q" = 
S/Pm = (B.56 x 1020 Cal/yr)/(1.51 x 1019 Cal/yr) = 56.7 Solar Cal/Cal. 

3Heat vertical exchange: Global average turbulent sensible heat transfer Jh ( Tr ewartha 1968j Budyko 1974) 1h = (1.3 x 
105 cal/m2·yr)(5.1 x 1014 m2) :: 6.63 x 1019 Cal/yr. Enet"gy transform<Jtion ratio of turbulent reat transfer 
equals: Ilt, = S/Jh = (B.56 x 1020 Cal/yr)/(6.63 x 1019 Cal/yr) ' = 12.9 Solar Ca l /Cal. 

4Heat horizontal advection: Average meridiana I advection of heat frum the equator to 40 0 N (Budyku 1974) equals 11.12 x 
1016 Cal/day; from 40 0 N latitude to the pole, the flux is of the same magnitude, but opposite s ign. Thus tre heat nux 
for the northern hemisphere Fn equals: Fn = (11.12 x 1016 Cal/day) - (-11.12 x 1016 Cal/day) = 22.24 x 
1016 Cal/day. For a global rate, we double this rumber. Thus, global reat advection Fy equals: F :: (44.48 x 
1016 Cal/day)(365 day/yr) = 1.62 x 1020 Cal/yr. Energy transformation ratio for Joeat advection equ~Js: a = 
S/Fy = (8.56 x 1020 Cal/yr)/(1.62 x 1020 Cal/yr) = 5.3 Solar Ca i /Cal. y 

5Vapor vertical exchange: Total mass of wate r in atmosphere = 1.24 x 1019 g; turnover time for "'dter in tJoe atmosphere 

= 11.23 days (Monin 1972); average flux of vapor = 1.24 x 1019 g/l1.23 days = 1.104 x 101B g/day. Gibbs free 
energy per gram of vapor diffusing Dr = [(1.99 x 10- 3 Cal/mble ·deg)/( lB g/mole)](275'K)(2.3 lagl0 7 mb/2 mb) = 0.03B Cal/g. 
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Equation for flow of Gibbs free energy due to vapor pressure flux: Fg = (1.104 x 
= 1.53 x 1019 eal/yr. Energy transformation ratio of vapor vertical exchange is: 
Cal/yr)/(1.53, 1019 Cal/yr) = 55.9 Solar Cal/Cal. 

1016 g/day) (J65 day/yr)(O.038 Cal/g) 
Og = S/Fg = (6.56,1020 

6Vapor rorizontal advection: Energy transformation ratio for air advection is assumed to be the same as the transformation 
ratio for vapor vertical exchange . See footnote S. 

7Rain kinetic potential energy: Total world rain (Ryabchikov 1975) P = 520,000 km3/yr = 5.2 , 1020 cm3/yr. Assuming 
the world raindrop is 4 nm in size, then reoo the kinetic energy of rain per unit volume from Table £12, we obtain 6K = 6.91 
, 10-6 Cal/cm3) = 3.59 , 1015 Cal/yr. Energy transformation ratio of rain kinetic energy i~: Ok = S/Ke = 
(6.56 , 1020 Cal/yr)/(3.59 , 1015 Cal/yr = 2.38 , 105 Solar Cal/Cal. 

BRain gravitational r:Kltential energy: The total continental rain is 105,000 km 3/yr, and the world average elevation is 875 
meters (Ryabchikov 1975), this gives the potential energy of rain: Ge = fPgh = (1.05 x 1020 cm3/yr)(1 g/cm3)(9BO 
cm/s2)(6.75 x 104 cm)(2.36 , 10- 11 Cal/erg) = 2.14 x 1017 Cal/yr. 0 = (6.56 x 1020 solar Cal/yr)/(2.14 x 
1017 Cal/yr) = 4 x 103 so lar Cal/Cal. 

9Rain chemical potential energy: An average concentration of salts of 10 ppm in rainwater and 35,000 ppm in seawater is 
assumed. The free energy per gram of water given by: /IF = nRTR.n(C2/C1) = (1.99 x 10-3 Calj"K'mole)/(16 g/mole) 
(JOOOK)£n(999,990/965,OOO) = 1.16 x 10-3 Cal/g water. The total continental rain is 105,000 km3/yr (Ryabchikov 1975), 
and the chemical potential energy of rain is: Fr = PCzlIF = (1.05 x 1014 m3/yr)(999,990 g/m 3)(1.16 , 10- 3 

Cal/g) = 1.24 x 1017 Cal/yr. Energy transformation ratio of rain chemical energy is: Of = S/F r = (6.56 x 1020 

Cal/yr)/(1.24 x 1017 Cal/yr) = 6.9 x 103 Solar Cal/Cal. 
10aRain chem i cal potential of nitrogen over land: ,Average nitrogen concentration as NO, - and NH4 + in rainwater 

(Chapin and Uttormark 1973), C2 = 0.2 ppm. Average nitrogen concentration in seawater (Considine 1976), Cl = 0.51 
g/metric ton = 0.51 g/106 g = 0.51 ppm. The chemical potential of nitrogen per gram of rainwater is cooputed as: 6fn = 
(nRT)R.n(C2/C1) = [(1.99 x 10-3 Cal/oK'mole)/(40 g/mole)](JOOOK)R.n(0.2/0.51) = 0.014 Cal/g. Total global rain P = 
105,000 km'/yr = 1.05 x 1020 cm3/yr and the chemical potential of nitrogen as NOJ- and NH4+ in rainwater 
equals Fn = PCpF = (1.05,1020 cm3/yr)(0.2 x 10-6 g/cm3)(0.014 Cal/g) = 2.94 x 1011 Cal/yr. Energy 
transformation ratio of rain chemical potential of nitrogen as NO,- and NH4+ is: ~ = S/fn = (8.56 x 1020 

Cal/yr)/(2.94 x 1011 Cal/yr) = 2.91 x 109 Solar Cal/Cal. 
10bRain chemical potential of phosphorus over land: Average phosphorus concentration as P04 in rainwater (Chapin and 

Uttormark 1973) C3 = 0.11 ppm. Average phosphorus concentration in seawater: C, = 0.01 ppm. Tt-e chemical potential of 
phosphate per gram of rainwater is estimated as: /lFp = (nRT)R.n(C 3/C1) = [(1.99, 10- 3 Cal/oK'mole)/(95 g/mole)] 
(J000K)£n(0.11/0.07) = 2.64 x 10-3 Cal/g. The chemical potential of phosphate in rainwater equals: /lFp = PCyilF P = 
(1.05, 1020 cm3/yr)(0.11 ,10-6 g/cm3)(2.64 x lO- J Cal/g) = J.26 x 1010 Cal/yr. Energ~ transformation 
ratio of rain chemical potential of phosphorus as phosphate is: up = S/Fp = (6.56 x 10 0 Cal/yr)/(J.28 , 1010 

Cal/yr) = 2.61 x 1010 solar Cal/Cal. 
l1 Rain chemical potential of acid rain over land: Average number of H+ in rainwater = 0.0025 mg H+/J = 2.5 x 10-6 

moles H+/l (at normal pH of 5.6 at equilibrium with atmospheric CO2), Average pH of seawater = 6.2. ~+ = (2.5 x 
10-9 9 acid/g water). The average surface temperature (Visher 1965) = 283°K, and the drup in temperature due to 6000 m 



elevation rise ::= JJoK, thus the average temperature at cloud teight of 6000 m equals T ::: 283°K - 33°K = 250 oK. The chemi­
cal potentia] energy of acid substances in rain relative to seawater is computed as: fa = P(nRT)(XH+).2.nXH+ = (1.05 x 
1020 cm3/yr)(2.5 x 10-9 g acid/g water)(l g acid/mole acid)(1.99 x 10-3 Cal/"K·mole)(250"K)(2.3)(B.2 - 5.6) 
= 7.Bl x 1011 Cal/yr. Energy transformation ratio of rain chemical potential of acid is: 0" = S/Fa = (8.56 x 
1020 Cal/yr)/(7.81 x 1011 Cal/yr) = 1.09 x 109 Solar Cal/Cal. 

121ide physical energy: The average tide energy is 0.0058 watts/m2 (Hubbard 1971) = (5.8 x 10-6 Kw/m2) (860 
Cal/Kwh)(24 hr/day) = 0.119 Cal!m2·day. lhlike other flows, tide is not from sunlight. Thus, the energy transforma-
tion ratio. is based on the energy analysis of tidal electric plant at LaRance, france «(kiLrn ~ et al. 1977), (1.7 coal equiva­
lent Cal/Cal tide)(6800 solar Cal/Cal coal) = 11,560 solar Cal/Cal. 

1 JChemical (Xltential of tidal inflow: Same as for 9. 
14Chemical jXltential of tidal outflow: Same as for 9. 
15Wave energy: The average wave energy that comes ashore in 1 yr throughout the world (Kinsman 1965) is about: 1.68 x 108 

Cal/m2'yr; multiplied by 4.39 x 108 m of facing shoreline::: 7.38 l( 1016 Cal/yr. Energy transformation ratio for 
waves equals: ~ = SlEw = (B.56 x 1020 Cal/yr)/(7.38 x 1016 Cal/yr) = 1.16 x 104 Solar Cal/Cal. 

16aChemicai potential energy in sand flul(: Assume 1.46 l( 105 miles of coastline (Wenk 1972) with sand flux. Assume aver-
age littoral drift along coastline a = 100,000 m3/yr (Table E21). Assume sand moves 1000 m/yr. Assume 1% organic matter 
content of sediments 0, am the free energy of organic matter K = 5.4 Cal/g. We obtain the total chemical potential in 
sand flux: Fs = LOQpK = (2.35 x 108 m.)(.01)(105 m3/yr·l000 m)(1.47 x 106 g/m3)(5.4 Cal/g) = 1.B7 x 1015 

Cal/yr. Energy transformation ratio for chemical IXltential in sand flux equals: a" = S/F s = (8.56 x 1020 Cal/yr) 
/(1.87 x 1015 Cal/yr) = 4.6 x 105 Solar Cal/Cal. 

16bElevated IXltential energy in sedimentation: Assume 1.46 x 105 miles of coastline (Wenk 1972) = 2.35 x lOB m and the 
width of coast afrected by sedimentation = 3000 m. Assurre average sedimentation rate h = 2 mm/yr (Table E24). We obtain 
the heat equivalent of elevated potential frum sedimentation: Gs = Apghd = (2.35 x lOB m)(3000 m)(1.47 g/cmJ )(980 
cm/s 2)(0.2 cm/yr)0.5(0.2 cm)(1002 cm2/m2)(2.3B x 10-11 Cal/erg) = 4.B3 x 106 Cal/yr. Energy transformation 
ratio of elevated potential in sedimentation is: Qs = (B.56 x 1020 Cal/yr)/(4.83 x 106 Cal/yr) = 1.77 x 1014 

Solar Cal/Cal. 
17Physical energy in stream flow: The global annual runorr q = 39.6 l( 103 km3/yr (Todd 1970) and the world average 

eJevation is 875 m (Ryabchikuv 1975). The ~ysical energy in stream now is then: Gq ~ qp:jh = (3.96 l( 1019 

cm3/yr)(1 g/cm3)(980 em/s2) (B. 75 x 104 em)(2.38 x 10-11 Cal/erg) = B.08 x 1016 Cal/yr. Energy transforma­
tion ratio for physical energy in stream flow equals: Qq = S/Gq = (8.56 x 1020 Cal/yr)/(8.08 x 1016 Cal/yr) = 
1.06 x 104 Solar Cal/Cal. 

1 Bchemica I Pltential of water in stream: The g10bal annua 1 runoff q = 39.6 x 10J km 3/yr (T odd 1970), and the average 
total dissolved solids concentration C, is assumed to be 150 ppm. We obtain the g10bal free energy of water in streams 
by: 6Fd = qC1(nRT)in(C1/CO) = (3.96 x 1019 em 3/yr)(O.999850 g/cm3)[(1.99 x 10- 3 Cal/"K·mole)/(35 
g/mole)](300"K)1n(999,850/965,000) = 2.40 x 1016 Cal/yr. ETR = (8.56 x 1020 Cal/yr)/(2.40 x 1016 Cal/yr) = 
3.57 x 104 Solar Cal/Cal . 

19Chemical Pltential energy in sediments in streams: 

1016 g/yr. Assume 1~ organic ma~ter content of 
Total "global sediment discharge to oceans (Goldberg 

sediments, and the free energy of organic matter K = 
1972) is 1.B x 
5.4 Cal/g. The 

E7 



E8 

global chemical potential in sediment flux is estimated as: Fo = OJK = .01(1.8 x 1016 g/yr)(5.4 Cal/g) = 9.72 x 
1014 eal/yr. Energy transformation ratio of chemical potential energy in sediments in streams is: 06 ~ S/Fo = 
(8.56 x 1020 Cal/yr)/(9.72 x 1014 Cal/yr) = 0.88 x 106 Solar Cal/Cal. 

20Physical potential energy in materials in stream flow: Total global sediment discharge to oceans (Goldberg 1972) is 1.B ~ 
1016 g/yr. The world average elevation is 875 meters (Ryabchikov 1975). This gives the potential energy of materials 
in stream rlow against gravity as: Gm = Jpgh = (1.8 x 1016 g/yr)(980 cm/s2) (8. 75 x 104 cm)(2.38 x 10- 11 

Cal/erg) = 3.67 x t013 Cal/yr. Energy t["ansformation ratio ror pI1ysicaJ jXltentiaJ in materials in stream flow equals: 
Qm = S/Gm = (B.56 x 1020 Cal/yr)/(3.67 x 1013 Cal/yr) = 2.33 x 107 Solar Cal/Cal. 

21acatastrophic energy in earthquakes! Global earthquake energy Ee = 2.15 x 1014 Cal/yr (Riehte; 1958). This gives 
the energy transrormation ratio ror earthquakes as: Qe = S/Ee = (B.56 x 1020 Ca!/yr)/(2.15 x 1014 ca!/yr) = 
3.98 x 106 Solar Cal/Cal. 

21bCatastrophic energy in tornadoes: Glo~al average rumber of tornadoes per year = 888 (Fujita 1973) ancl the average torna­
do energy = 3.7 x 107 Cal in heat equivalents (Sellers 1965). This yields a global tornado energy of Et = (3.7 x 107 

Cal/tornado)(8B8 tornadoes/yr) = 3.28 x 1010 Cal/yr. Energy transrormation ratio or tornadoes is given as: ~ = 
S/E t = (B.56 x 1020 Cal/yr)/(3.28 x 1010 Cal/yr) = 2.61 x 1010 Solar Cal/Cal. 

21CCatastrophic energy in h.lrricanes: The global average h.irricane frequency equals nine per year (Dunn and Hiller 1964) 
and the hurricane energy averages about 9.5 x 1015 Cal/day. With a duration of nine days per hurricane, this produces 
the global hurricane energy or: Eh = (9.5 x 1015 Cal/day)(9 day/hurricane)(9 hurricane/yr) = 7.69 x 1017 Cal/yr. 
Energy transrormation ratio ror hurricanes equals: ~ = S/Eh = (8.56 x 1020 Cal/yr)/( 7.69 x 1017 Cal/yr) = 
1.11 , 103 Solar Cal/Cal. 

21dCatastrophic energy in floods: The total continental rain is 105,000 kmJ/yr (Ryabchikov 1975). Assuming . 1~ of contin­
ental rain and avera~e elevation of 875 m are involved in flood events, the total energy consumed by floods is: Ef = 
Ppg h = .01(1.05 x 10 0 cm3/yr)(1 g/cm3)(980 cm/s2) (8. 75 x 104 cm)(2.38 x 10-11 Cal/erg) = 2.14 x 1015 

Cal/yr. Energy transrormation ratio or rloods is: Qr = S/E r = (8.56 x 1020 Cal/yr)/(2.14 x 1015 Cal/yr) = 
4.00 x 105 Solar Cal/Cal. 

22r.mbodied energy of species: The energy transformation ratio of a species is calculated on the basis of the energy cost to 
evolve it. The total solar energy flux received since the earth was formed 4 x 109 years ago is about: ~ = (8.56 )( 
1020 Cal/yr)(4 x 109 yr) = 3.42 x 1030 Cal. The total rumber of species that have existed since the earth was 
formed is <:bout 1.5 x 109 (Ager· 1965) . This gives an estimate of average solar calories per species: S = 0.42 x 
1030 Solar Cal)/(1.5 x 109 species) = 2.28 x 1021 Solar Cal/species. From Table E26 or Calories or DNA per 
species propagule, we obtain the ene rgy transformation or species as rollows: Algae, (2.28 x 1021 Solar Cal/species)/O.25 x 
10-9 DNA Cal/species) = 7 x 1029 Solar Cal/DNA Cali Micruinvertebrates, 7 x 1026 Solar [aI/DNA Cali Vascular 
plant seeds, 9 x 1027 Solar Cal/DNA Cal; Insects, 7 x 1024 Solar Cal/DNA Cal; Vertebrates, 4.6 x 1021 Solar 
Cal/D~ Cal. Larger ones have mure redundancy. Embodied energy lost with extinction of a species is the enerqy to evolve 
it from nearest living relative. 

23Human exchange: Table [28 lists the potential energy in representative commodities. The following table shows the embod-
ied energy am energy transformatim ratios for a representative mix. The transformCition ratio ranges from 1300 tu 150,000 
Solar Cal/Cal. Energy transformation ratios for representative commodities: 



Energy Transformation 
C ofOOlod i t Y Potent ia I Energy8, Cal/lb Embodied Energyb, 106 Solar Cal/lb Ratio, Solar Cal/Cal 

Cement 20 10.2 510,000 

Glass 1900 30.6 16,105 

Steel 700 81.6 116,571 
Organic 

Food 1500 163.2 108,800 
Fiber 1500 47.6 31,733 
Paper 1900 27.2 14,316 

Wood 1500 13.6 9,067 

Plastic 3000 13.6 4,533 

aSee Table E28. 
bAdapted from Steinhart and Steinhart (1974:242). This figure includes fossil fuel and natural embodied energies multi­

plied by 3.4 to convert to global soler Calories. 
24Money flow: Not applicable. See Table [4 for solar energy to dollar ratios. 
25Potential energy in land uplift: An aveI"age uplift rate of .036 m/1000 yr is assumed (Judson 1968), and an average den­

sity of rock P = 2.5 g/cm3 is ·used. The area of continent s is A:= l.S )( 1014 m2, and the flux of potential energy 

against gravity is estimated as: EiJ = I'I:>ghd = (1.5 x 1018 em2)(2.5 g/em3)(980 em/s2)(J.6 em/1000 yr)(0.5)(3.6 
em)(2.38 x 10- 11 Cal/erg) = 5.67 x 108 Cal/yr. Ener~y transformation ratio for potential energy in land uplift 
equals: Q~ = S/E~ = (8.56 x 1020 Cal/yr)/(5.67 x 10 Cal/yr) = 1.50 x 1012 Solar Cal/Cal. 

26chemical potential energy in land l4'lift: Table EJ1 lists the Gibbs free energy for each ruck type. The following table 
shows the global average erosion rate (Gilliland et al. 1978) aOO the embodied energy aOO energy transformation ratios for 
each rock type. The transformation ratio ranges from 0.76 x 106 to 10.20 x 107 Solar Cal/Cal. Energy transformation 

rat ios for rocks: 

Energy 
Gibb's Free Chemical Potential Transformation 

Rock , ype Energy, Cal/g Erusion Rate, 1014 g/yr Energy, 1014 Cal/yr Ratio, Solar Cal/Cal' 

Granite 0.012 6.98 0.084 10.19 x 10' 
Basalt 0.041 10.06 0.412 2.08 • 107 

Shale 0.024 6.83 0.164 5.22 x 107 

Limestone 0.146 76.46 11 . 163 0.77 x 106 

Sandstune 0.012 25.25 0.303 2.83 x 107 

*Energy transformation ratio is obtained by dividing the chemical ~tential energy into the average global solar insolatiun 
value of 8.56 x 1020 Cal/yr. 
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27Energy stored in oominant biomass: Net primary productivity and energy fixation estimates for the world around 1950 were 
obtained from Lieth and Box (1972). The followirg table shows the heat calories per gram of biOOlass, aoo the enbodied 
energy of total biomass, which is about 2.96 x 1017 Cal/yr. Embodied energy in dominant biomass: 

Area , Mean Net Primary Corroustion Value, 
r orest Type 106 km2 Productivity, g/m2·yr Cal/g 

Tropical rain forest 17.0 2000 4.1 
Raingreen 7.5 1500 4.2 
SUlMlergreen 7.0 1000 4.6 
Chaparral 1.5 BOO 4.9 
Warm temperature mixed 5.0 1000 4.7 
Boreal forest 12.0 500 4.8 
Woodland 7.0 600 4.6 

The energy transformation ratio for the energy stored in cbminant biomass is derived as: 
Cal/yr)/(2.96 x 1017 Cal/yr) = 2.89 x 103 Solar Cal / Cal. 

Rate of Energy Storage in BiOOlass 
1017 Cal/yr 

1.39 
0.47 
0.32 
0.06 
0.24 
0.29 
0.19 
2.96 

q, = S/Eb = (8.56 x 1020 

2Br.nergy stored in soil: Estimate for the embodied energy of U.S. soils was obtained by Leibowitz (1979). In the study, it 
is assl.JlIed that the rate of soil formation is equal to the natural rate of soil erosion. A valLe of 16 em/lOOO yr is used. 
The following table summarizes the values used to calculate the embodied solar energy and reat content of soils for the 
eastern two-thirds of the U.S. The energy transformation ratio for the six soils averages about 11.9 x 104 Solar 
Cal/Cal. Embodied energy heat content of six U.S. soils: 

Embodied 
Direct Solar Global Solar Heat 

Soil Radiation, Sr, Soil Depth, Soil Area, Energya, 5, Contentb , 
I ype C 106 Cal/m2·yr 0, m A, 1012 m2 1021 Solar Cal H, 1016 Cal 

RY D. 75 1.07 1.13 19.28 5.46 
G8P 0.60 0.76 1. 21 11.7J 9.J6 
PRP 0.65 0.91 0. 66 8.JO 11. 97 
CCl 0.65 0.91 0.56 7.04 10.85 
CRC 0.65 0.91 0.69 8.67 8.92 
BRB 0.65 0.91 0.51 6.43 4.94 
Total 2.9J 61.45 51.50 

8[mbodied solar energy 5 = (SrDA/rate of soil formation) (3.40 g lobal sol ar eaJ/direct oolar Cal). 
bHeat content H = (5.4 Cal/g)(20)(Nitrogen)(Soil area, A)c. 
cSee lable UJ. 

Transformation 
Ratio, S/H, 

104 Solar Cal/Cal 

35.3 
12.5 
6.9J 
6.49 
9.72 

13.02 
11 . 9 J 



29Energy stored in species: See footnote 22 . 
3£tnergy stored in t.;man assets: Estimate for the embodied energy in urban structure by land use type was based on studies 

in central aOO south Florida by Bro\'Kl and Genova (1973). Power density of lard use type is multipled by the number of 
years thought necessary to cbtain a "mature" system. The following table shows the embodied energy, chemical IX'tent'ial, 
and the energy transformation ratio of human assets. CE = coal equivalents with 6800 global solar equivalents/coal equiva­
lent. Embodied energy and chemical potential of urban structure: 

L and Use Type 
Power Density, 

108 CE Cal/acre·yr 

Cumulative 
Embodied Energy, 
109 CE Cal/acre 

Chemical Potential, 
109 Cal/acrec 

Transformation Ratio, 
103 Solar Cal/Cal 

Single family Residentiala 

Low density 
Mediun density 

Multifamily Residential b 

Low rise 

Hig, rise 
Commercialb 

Industrial b 

Central Business District 

2.67 
4.88 

22.3 
24.2 
25.8 
12.4 

100 .6 

Blime necessary to reach full maturity est imated 
blime necessary to reach full maturity estimated 
CUsing Tables E27, E28, and E36. 

31Energy stored in uplifted land (see footnote 25) . 
3~nergy stored in base rock (see rootnote 26). 

to be 

to be 

5.3 0.63 57.1 
9.8 1.0 66.6 

11.1 2.2 34.3 
12 . 1 1.4 58.8 
12 .9 1.5 58.5 
6.2 1.4 30.3 

50.3 2.0 171.0 

20 yr. 
5 yr. 

33Energy s tored in land form: Energy stored in land form i s in depres$ions and elevations of the land surface. The energy 
transformation ratio for energy stored in land form is taken as the sarre as the transformation ratio calculated in footnote 
25 . 

34A corn crop is produced combining 1. energy of sun for the year times 3.4 to convert to global solar Calories; 2. embodied 
energy in 7 g Jilosphorus fertilizer/m2; and 3. embodied energy in goods and services $0.0668/m2 ·yr. Solar input: (1 
x 106 direct solar Cal/m2·yr)(3.4 global/direct Cal) : 3.4 x 106 global solar Cal/m2·yr. ferti lizer input: 
2.25 x 105 direct solar Calories/q phosphorus (Odum and Odum 1980); (7 q P/m2·yr)(2.2S x 105 direct solar 
Cal/g P)(3.4) : 5.35 x 106 global so l ar Cal/m2·yr. Goods and Services input, ($0.0668/m2·yr in 1973)(120 x 106. 
Cal/$ global solar) : 8.0 x 106 global solar Cal/m2·yr. Sum or embodied energy inputs: (3.4 + 5.35 + 8.0) x 106 : 
16.75 x 106 global solar Cal/m2·yr. Corn yield per m2 per year: 2.65 x 103 actual Cal in corn; 7.7 x 103 

actual Cal in W"lole biomass of carll plant. Energy transrormation ratios: Corn ( 16. 75 x 106 qlobal Cal/m2 ·yr)/(2.65 
3 2 6 3 · x 10 actual Cal/m ·yr) = 6320 global solar Cal/Cal. Corn plant-.s: 16.75 x 10/7.7 x 10 = 2175 g lobal solar 

Cal/Cal. 

Ell 
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Table E1b. Other Energy Transformation Ratios. 

Name of Item 

fissionable uranhJ11 fuel 

Typical aquatic gross primary production 

Typical terrestrial gross primary production 

Coal 

Gasoline 

Electric power 

Average human service in U.S. 

Fertilizer (with phosphate) 

Global Solar Cal/CaJ 

306 

200 

340 

6,800 

11,492 

27,200 

887,000 

1,990,000 

footnote 

2 

3 

4 

5 

6 

7 

8 

lCalculations of steady state nuclear fission power plant operations by Kylstra and Ki Han (1975) quoted by Odum et al. (1977). 
About 109 x 1013 Cal fissionable uranium (coal equivalent) generates 4.9 x 1013 Cal coal equivalents. of electrical net 
energy = 22.2 Cal uranium/Cal coal. (6800 solar eal/Cal coal)/(22.2 Cal uranium/Cal coal) = 306 solar Cal/Cal uranium. 

2Typical aquatic gross primary production converts O.S!"O of direct sunlight and does not use the global solar energy. ETR = 200 
Cal sunlight direct/Cal gross production. 

3Typical terrestrial plant gross production has efficiency about 1% of direct sunlight but utilizes subsidies from global sun­
light such as rain and wind. ETR = (100 Cal direct sun/Cal gross prod.)(3.4 global solar Cal/Cal direct) = 340 global solar 
Cal/Cal. 

4Calculations were made of direct solar energy required to generate wood, its collection, and its use in a power plant to make coal 
equivalent Calories of electricity (Odum et a]. 1977). Direct solar Calories (2000 Cal direct sun/Cal coal) were multiplied by 

3.4, the ratio of land to water on the globe, to obtairi global solar equivalents of coa]. ETR = (ZOOO direct solar Cal/Cal 
coal) 0.4 earth area to land) = 6800 global soJar Cal/Cal coal. 

SOne process for converting coal to gasoline has an efficiency of S9~ (Odum et a1. 1977) including all embodied energy inputs. 
ETR = (1.69 Cal coal/Cal gasoline)(6800 global soJar Cal/Cal coal) = 11,492 solar Cal/CaJ gasoline. 

64 Cal coal required per Cal electricity including goods and services (many sources) ETR =. (4 Cal coal/Cal electricity)(6800 
global solar Cal/Cal coal) = 27,200 global solar Cal/Cal electricity. 

7Average embodied energy in U.S. dollars prorates per pers on [(2.48 x 1012 $/yr GNP of U.S.)(7S x 106 global solar 

Cal/$)]/(Z30 x 106 people) = 909 x 109 global solar Ccd / persun· yr. AverClge basal metabolism is 2500 Cal / person oda ),·o 
ErR = (e09 x 109 global solar Cal/person·yr)/[(Z500 Cal/perso,,·day)(J65 days/yr)] ; ee7,000 global solar Cal/Cal. 

8Phosphate fertilizer: direct solar energy required to develop swam·pwater that concentrates phosphate from limestone was calcu­

lated for north Florida (Odum and Odum 1980). 7.63 x 105 501ar .Cal/g calcium phosphate and I'tlen related to Gibbs free 
energy of the ~osphate concentration relative to environment: ETR = 1. 99 x 106 solar Cal/Cal. 



Diagrammatic Checklist 
of Energy Quality 

Figure E2 is provided as a checklist of kinds 
of energy flows commonly found supporting an 
environmental system. Energy sources are 
arranged by convention from solar energy on the 
lower left in order of increasing energy quality 
to the right. Storages are included that have a 
turnover time larger than 1 yr. This checklist 
diagram may be useful in preparing a list of 
energy flows and storages to be evaluated in any 
situation. 

Energy Systems Diagrams 

Because systems of nature and man are organ­
ized with complex webs and feedbacks (see 
Fig. El), all energies interact with each other 
and with all by-products feeding back so as to 
contribute to efficiency and to help to maximize 
total energy transformation and utilization. 
Theories explaining the observed patterns in 
terms of the maximum power principle are given 
elsewhere (Odum 1971, 19B1; Odum and Odum 1976, 
1981). 

In any evaluation situation, an energy systems 
diagram should be drawn so that the various 
interactions and feedbacks are recognized. In 
this way, one may determine when an energy flow 
is receiving contributions from several sources. 
The diagram helps to avoid "double counting" 
where one adds embodied energy from one source 
more than once because of unrecognized feed­
backs. 

Average Dollar Energy Ratio 

The ratio of gross national product to total 
use of embodied energy in the United States was 
calculated in Table E2 and graphed in Fig. E4. 
This ratio may be used to estimate embodied 
energy in human goods and services that feed 
back from the high-quality end of the econ­
omy. 

Dollar Value of Environment 

The dollar energy ratio · can also be used to 
put an approximate dollar value on environmental 
flow or storages by multiplying times the embod­
ied energy content of the resource being consid­
ered. 

Local Economic Potential 
of Embodied Energy 

The Theory of Maximum· Power suggests that sys­
tems competing in nature and in the economic 
scene develop patterns that maXlmlze energy 
inf low and feedback to further maximize power 
f low, eliminate waste, and eliminate limiting 
f actors other than energy. In the economy of 
nature and in the economy of man, power is maxi­
mized by developments that export some products 
in exchange for additional energy imports. Con­
versely, high-quality energy (assets developed 
through energy use) can develop more additional 
energy flow if they are used as amplifying 
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PROCESSES 

• 
Slorcoos with sharI 
lime periods 

figure E2. Categories of energy flow s ignature and more val ui::Ible storages ur the env ironment. (Energy qualit y increases from left 
to right.) 
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Table E2. Ratio of energy flows in U.S. society to gross national product (GNP) (Kylstra 1974; USOC 1979). See Fig. E4 . 

fossil Fuel Oirectt 
Fossil Fuel Fossil Fuel Plus Natural Solar Cal 

fossil fuels Plus Natural" Q>lP per GNP per GNP per GNP 
Callyr Callyr $ Cal FF/$ Cal FF/$ Cal 501/$ 

Year 1015 10 15 109 103 103 106 

1947 8.28 15.02 231. 3 35.8 64.9 129.8 
1948 8.57 15.31 257.6 33.3 59.4 118.4 
1949 7.96 14.70 256.5 31.0 57.3 114.6 
1950 8.60 15.34 284.8 30.2 53.9 107.8 

1951 9.30 16.04 328.4 28.3 48.8 97.6 
1952 9.22 15.96 345.5 26.7 46.2 92.4 
1953 9.50 16.24 364.6 26.1 44.5 89.0 
1954 9.16 15.90 364.8 25.1 43.6 87.2 
1955 10.07 16.81 398.0 25.3 42.2 84.4 

1956 10.58 17.32 419.2 25.2 41.3 82.6 
1957 10. 56 17.30 441.1 23.9 39.2 78.4 
1958 10.46 17.20 447.3 23.4 38.4 76.8 
1959 10.94 17.68 483.7 22.6 36.6 73.2 
1960 11.33 18.07 503 .7 22.5 35.9 71.8 

1961 11. 52 18.26 520.1 22.1 35.1 70.2 
1962 12.06 18 .80 560.3 21.5 33.6 67.2 
1963 12.51 19.25 590.5 21. 2 32.6 65.2 
1964 12 .98 19.72 632.4 20.5 31.2 62.4 
1965 13.60 20.34 684.9 19.9 29.7 59.4 

1966 14.40 21.14 749.9 19.2 28.2 56.4 
1967 14.68 21.42 793.9 18.5 27.0 54.0 
1968 15. 56 22.30 864.2 18.0 25.8 51. 6 
1969 16. J7 23.11 930.3 17 .6 24.8 49.6 
1970 16.94 23.68 976.4 17.3 24.3 48.6 

1971 17.33 24.07 1050.4 16.5 22.9 45.8 
1972 18.17 24.91 1151.8 15.8 21.6 43.2 
1973 18.80 25.54 1306.6 14.4 19.6 39 .2 
1974 18.24 24.98 1412.9 12 .9 17.7 35.4 
1975 17.82 24.56 1528.8 11. 7 16.1 32.2 

1976 18.70 25.44 1700.1 11.0 15 .0 30.0 
1977 19.30 26.04 1887.2 10.2 D.8 27.6 
1978 19.66 26.48 2107.6 9.3 12.5 25.0 

'Solar energy contribution to the U.S. is estimated at 6.74 , 1015 coal equivalent Calories/ye. 
tTo obtain global soleI[ Ca lori es per Calorie direct sun on l ard multiply by ratio of globe to land, 3.4. 
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interactions with a lower quality energy such as 
those of the environment. As shown in Fig . E3, 
an economy maximizes power when the ratio of its 
high-quality investments interacting with resi­
dent energies yields as much power as its com­
peting neighbors. Consequently, if we are given 
a measure of the energy flow of an environmental 
area, we can estimate the high-quality energy 
flows that can be attracted from outside in 
exchange processes according to the ratio of 
these two that is competitive. In the United 
States this ratio is about three attracted for 
each environmental unit. 

EVALUATION PROCEDURE 

The procedure for evaluating environmental 
energy values is set forth in Table E3. The 
items in that list of steps have roman numerals. 
For each roman numeral there is a more detailed 
explanation given subsequently, in which appro­
priate references to tables are given so that 
calculations may be readily made. The procedure 
provides an evaluation of one or more of the 
flows and storages in Fig. E2, depending upon 
the purposes of the study. 

Step I. Define Area and 
System of Concern 

Based on the problem and alternatives, define 
the area for the evaluation, marking boundaries 

on maps and aerial photographs. The area should 
include zones to be affected by construction, 
wastes, or other changes. Then with the help of 
Fig. E2 identify main flows and storages. 

Selection of the areas for evaluation may be 
done on two scales: (1) Identify the immediate 
area of a proposed project "where the core of new 
construction and assets are developed and the 
environment is directly affected. For example, 
a power plant has its adjacent property and 
buffer zones where environmental energy flows 
and storages are affected; (2) Identify the area 
of the larger system of nature and man that is 
affected by the project's general effect on the 
economy. For example, a new power plant affects 
the economy over its powershed, which may be 
many counties. This larger area must be defined 
for the purpose of identifying any changes 
expected in the environmental energies of the 
larger system. 

Step II. Identify Main 
Inflows and Storages 

The second step in landscape evaluation is the 
identification of main inflows and storages 
prior to measurement in Calories of heat equiva­
lents. A checklist of categories to be evalu­
ated is shown in Fig. E2. A preliminary calcu­
lation can establish those that are most impor­
tant. 

Figure E2 is a checklist model containing the 
types of energy inflows and major storages of 
most landscapes. The lower quality energy 
inflows such as sunlight and thermal gradients 



Table E3. Summary list of procedural steps for evaluating environmental resources. 

Step Procedure 

I Define area aOO system; get map of land ard water use, or an aerial photograph to calcu­
late areas of system to be evaluated (see page E18). 

II Identify main inrIows and storages, writirw:;J specifics on an energy diagrOO1 and on tables 
formatted like those in Tables E4 and ES (see page E1B). 

III 

IV 

v 

VI 

VII 

Evaluate inflows; evaluate each flow in heat equivalent Calories accordirg to formulae 
given in numbered instructions that are keyed by runner in Fig. E2. Write values on 
column 3 in Table E4 and on energy diagram (see page E21). 

Evaluate actual energy in long-term storages in Calories according to the lettered 
instructions. Write values in Table E5 and on energy diagran (see page E71). 

Without double counting determine embodied energy of flows and storages . MultipJy heat 
flows and storages by energy transformation ratios to obtain erTbodied solar Calories. 
This is completed as the last columns of Tables E4 and E5 . Energy transformation ratios 
are gi ven in Table E 1 (see page EBO). 

Estimate the dollar equivalents by multipl ying solar equivalents by a characteristic 
$/energy ratio (see Fig. E4) (see page EBO). 

Estimate changes due to projects of concern. Estimate $ equivalents chanqed because of 
storages lost aOO flows interrupted (see page E85). 
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Table E4. Example of a table for evaluating inflows to the system. 

(I) (4 ) 
Number* of (3) Energy (5) 

Pathway Heat Transformation Solar 
and (2 ) Equivalent Ratio Equivalents 

Footnote Flow Call yr Sol ar Cal/Cal Solar Call yr 

1 Sunlight 1.5 x 1011 1 1.5 x 1011 
2 Wind 2.0 x 109 56. 7 1.134 x 1011 

etc. 

*Number is also written on energy diagrams that may have been drCtwn to represent tt-e system. 

Table E5. Example of Ct table for 'evCtluating long-term storages. 

(1) (5) (6 ) 
Letter" of (3) (4 ) Energy Stored 

Storage Estimated Heat Transformation Solar 
ar'd (2) Formation Equivalent Ratio Equivalents, 

Footnote Storage Time, yr Calories Solar Cal/Cal Solar Cal 

A Soil 500 5 x 109 12 x 104 60 x 1013 

B Wood 100 4 x 109 3 x 103 12 x 1012 

etc. 

*Letter is also written on energy diagrams that may have been drawn to represent the system. 

E20 



are on the left. Higher quality inputs come in 
from the top. These include rain, water flows, 
nutrients, etc. Very high-quality inflows such 
as species exchanges and information are on the 
right. The storages within the system to be 
e valuated are those that take long per iods to 
accumulate such as soil structure, landscape 
geomorphology, and the land itself. 

After selecting from Fig. E2 the energy flows 
that are important, an energy diagram for the 
system can be drawn like that in Fig. El (see 
Odum and Odum 1981). Drawing the diagram helps 
understanding. 

Step III. Evaluate Inflows 

Evaluate each of the pathways in Fig. E2 sel­
ected as important. The paragraphs that follow 
provide formulae and data. 

For this manual, some tables and maps of typical 
data on energy flows and storages in the United 
States are included. These can be used to 
determine which pathways and storages are impor­
tant. More detailed and accurate local data may 
be assembled for the important pathways where 
desired. 

Energy flows that are or seem to be disordering 
and· stressful are counted as positive energy 
contributions, nevertheless, since they are used 
by those subsystems that can adapt and can use 
the stress to eliminate competition, maintain 
diversity, etc. 

Eguations Used in Evaluating 
Energy Flows and Storages 

Thirty equations are used in the procedure of 
steps below. Calculations of actual energy 
flows and storage are made using standard text­
book formulae for various kinds of energy. 
Chemical potential energies in equations 8-11, 
13, 15, 18, 19, 22, 25, and 30 (Gibbs free ener­
gy) are calculated from the Neinst equation 
found in physical chemical texts where concen­
trations are estimated from field conditions. 
Chemica 1 potential energy of organic substances 
are from text sources quoting bomb calorimeter 
values (equations 27 and 28). 

Equations 3, 5, 13, 15, 18, and 19 are expres­
sions evaluating advection. Advection of energy 
was estimated as product of flows of wind, 
river, tide, or land times the change in energy 
content due to energy use while the flow is 
within the boundaries of the area. Advection 
brings energy of chemical contents, sand, ther­
mal content, etc. 

Equations 1, 2, and 4 involve transfer of energy 
by eddies down into the system of interest as 
wind flows transport energies above an area. 
These equations evaluate product of vertical 
gradient and vertical eddy diffusion coeffici­
ents. 

Equations 7, 20, 24, and 29 involve potential 
energy of elevated matter in streams, mountains, 
etc. Energies due to elevated matter against 
gravity are calculated according to mechanical 
work stored by force activity for a distance. 
See mechanics texts. 
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Equation 6 is the kinetic energy of falling 
raindrops with velocities of drops a function of 
droplet size. 

Equation 12 on tide absorbed is calculated as 
the potential energy of elevation times the 
volume of water where energies are absorbed in 
each tide times the number of tides. 

Equation 14 evaluates energy in waves at the 
depth they are measured using a classical 
expression that is one eighth the square of the 
height. The velocity by which waves move ashore 
is calculated for that same depth. 

Equations 21-24 are so-called catastrophes . The 
long-term surges of larger systems of the earth 
provide exceptional energies to the ecosystems 
as floods, earthquakes, and hurricanes. The 
high-energy systems have high quality and are 
evaluated separately from lower energy flows of 
air and water and land. 

Paragraph 22 on DNA of species seeding and para­
graph 23 on human exchanges are for calculations 
of small quantities of actual energy, but are 
nonetheless important. When multiplied by the 
large energy transformation ratios of the valu­
able items, large embodied energy may result. 

Equations 27-29 are used to calculate storages 
of actual energy using the same expressions used 
for estimating flows of those types of energy. 

1. Solar Energy 

Find annual flux of solar energy reaching the 
ground from Fig. E5 or Table E6. Estimate the 

unused reflection from the ground from Table E6. 
Subtract to obtain the solar energy used in the 
system or use last column in Table E6. See 
Sellers (1965) for more information. 

2. Kinetic Energy from Wind 

From Tables E7 and tB or other sources esti­
mate the vertical gradient of horizontal wind 
and the eddy exchange coefficient (Km), and 
use equation I to obtain the rate of turbulent 
energy transfer down into the system. 

du 2 2 
Pm = Ztf'Km (dz) Watts/m (1) 

Pm = ZbpKm (~~)2 (7534) 

where, 

Pm = rate of production of turbulent kin­
etic energy per unit area in the plan­
etary boundary layer; 

Zb = the average height of the atmospher­
ic boundary layer (1000 m); 

p = air density . = 1.23 kg/m3 (if area is 
at sea level); 

Km = eddy diffusion coefficient, m2/s (see 
Table E7); 

( dduz)-- 1 d· f d 1/ ( vertica gra lent 0 win, s see 
Table EB). 

3. Potential Energy in 
Vertical Thermal Exchange 

From Table [9, read the average potential tem­
perature gradient in the planetary boundary 
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Table E6. Annual mean solar radiation, albedo, and net solar Table E6. (cont inued) . 
radiation, albedo, and net solar radiation in the 
United States (from Kung et al. [1964)) . 

Average Annual Net Absorbed Average AnrJJsl Net Absorbed 
Solar Radiation Average Ground Solar Radiation Solar Radiation Average Ground Solar Radiation 

State Cal/cm2'yr Albedo Cal/cm2'yr State Cal/cm2'yr Albedo Cal/cm2'yr 

Alabama 145 0.14 124.7 Nebraska 140 0.24 106.4 
Arizona 195 0.36 124.8 Nevada 165 0.24 125 .4 
Arkansas 145 0.14 124.7 New Hampshire 120 0.14 103.2 
Cali fornia 165 0.25 123.8 New Jersey 130 0.14 111.8 
Colorado 160 0.36 102.4 New Mexico 180 0.36 115.2 

Connecticut 130 0.14 111.8 New York 120 0.14 103.2 
Delaware 135 0.14 116.1 North Carolina 140 0.14 120.4 
florida 150 0.14 129.0 North Oakota 120 0.27 87.6 
Georgia 145 0.14 124.7 Ohio 120 0.14 103.2 
Idaho 140 0.25 105.0 Oklahoma 155 0.21 122.5 

111inoi5 125 0.19 101 .3 Oregon 135 0.19 109.4 
Indiana 120 0.14 103.2 Pennsylvania 125 0.14 107.5 
Iowa 125 0.19 101.3 Rhode Island 125 0.14 107.5 
Kansas 145 0.24 110.2 South Carolina 140 0.14 120.4 
Kentucky 130 0.14 111.8 South Dakota 130 0.29 92.3 

Louisiana 150 0.14 129.0 Tennessee 135 0. 14 116 . 1 
Maine 110 0.14 94.6 Texas 170 0.30 119.0 
Maryland 135 0.14 116.1 Utah 170 0.36 108.8 
Hassachusetts 125 0.14 107.5 Vermont 110 0.14 94.6 
Michigan 115 0.14 98.9 Virginia 140 0.14 120.4 

Minnesota 120 0.19 97.2 Washington 120 0.23 92.4 
Mississippi 150 0.14 129 .0 West Virginia 130 0.14 111.8 
Missouri 130 0.15 110.5 Wisconsin 11S 0.14 98.9 
Montana 130 0.31 89 . 7 Wyom·ing 150 0.36 96.0 
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Table E8. Representative wind velocity gradient (from 
Swaney [197BJ). 

Vertical Wind Velocity 
Gradient, du/dZ, 

m/s·m , 10-3 

Station January July 

Albany, New York 6.56 3.46 
Albuquerque, New Mexico 6.23 2.21 
Athens, Georgia B.25 2.05 
Boise, Idaho 3.7 - 0.61 
Brownsville, Texas 5.1 6.64 

Charleston, South Carolina 6.67 2.29 
Dayton, O1io B.5 2.17 
Denver, Colorach • 6.09 - 0.51 
Dodge City, Kansas 5.4B 2.B 
Flint, Michigan B.07 3.76 

Great FallS, Montana 4.33 1.0 
Greensboro, North Cara lina 7.B6 1.10 
Jackson, Mississippi 6.1B 2.10 
Little Rock, Arkansas 7.02 1.02 
Medford, Oregon 3.14 - O.lB 

Nashville, Tennessee 9.31 2.55 
Oakland, California 4.29 1.59 . 
Omaha, Nebraska 6.79· 3.47 
Peoria, Illinois 7.2B 1.70 
Pittsburg, Pennsylvania B.42 2.39 

Salt Lake City, Utah 6.1 0.9B 
Shreveport, Louisiana 6.32 
Tampa, Florida 2.26 1.51 
Tucson, Arizona 0.3 - 1.06 
Washington, D.C. 7.7 2.1 7 

Table [9. Average vertical potential temperature gradient 
(from Swaney [197B]). 

Average Potential 
Temperature Gradient, d8/dZ 

'K/ m , 10-3 

Station January Ju ly 

Albany, New York B.ll 17.24 
Albuquerque, New Mexico 6.9B 5.B9 
Athens, Georgia 12.03 6.10 
Boise, Idaho 10.50 9.65 
Brownsv ille, Texas 9.Bl 6.B2 

Charleston, South Carolina 10 . 4B 6.57 
Dayton, Ohio B.14 6.6B 
Denver, Colorado 11.13 1.06 
Dodge City , Kansas 12.7B B.50 
Flint, Michigan 7.0B B.26 

Great Falls, Montana 7.22 B.7B 
Greensboro, North Carolina 11.64 5.92 
Jackson, Mississippi 9. 68 B.ll 
Little Rock, Arkansas 10.96 B.9B 
Medford, Oregon 9.91 B.B2 

Nashville, Tennessee 9.40 7.23 
Oakland, California 13.43 16.55 
Omaha, Nebraska 12.36 B.22 
Peoria, Illinois 9.B4· 7.72 
Pittsburg, Pennsylvania . 6.B5 6.42 

Salt Lake City, Utah 6.BO B.53 
Shreveport, Louisiana 10.74 
Tampa, Florida 9.44 5.65 
Tucson, Arizona 11.40 6.56 
Was hington, D.C. 11.19 B.B6 



layer for your location in either winter or sum­
mer. Multiply by the eddy diffusion coeffici­
ents given in Table E7, using equation 2 to 
obtain Calorie flux into the landscape system, 
or if minus, contributed out as an export. 

where, 

Jh 

Cp 

p 

Kh 
de 
dz 

= 

= 

= 
= 

= 

the vertical flux of heat due to 
turbulent transport, Cal/ m2·s; 
specific heat of dry air = 0.24 
Cal/kg· oK; 
air density = 1.23 kg/m3; 

(2) 

turbulent e~dy diffusion coefficient 
for heat, m /s (see Table E7); 
vertical potential temperature 
gradient, oK/m (see Table E9). 

4. Potential Energy in 
Thermal Advection 

From the map in Fig. E6, determine the hori­
zontal temperature gradient, dT/dx, in the 
direction of the local prevailing wind direction 
(Fig. E7). Use equation 3 to determine the max­
imum power available from horizontal advection. 

(3) 

where, 

Fy = the rate of change of heat in the 
planetary boundary layer, C81/m2·s; 

Cp = specific heat of dry air = 0.24 
eal/kg·oK; 

p = atmospheric density = 1.23 kg/m3 ; 
dT 
dx = local temperature gradient in the 

direction of u, oK/m; 
Zb = height of boundary layer = 1000 m; 

= local prevailing wind vector, m/s. u 

5. Vertical Exchange 
of Dry Air Potential 

Calculate the Gibbs free energy difference, 
~, per gram of water vapor, el' in air 
diffusing down across the boundary into the 
system and that, e2' within the boundaries. 

where, 

Cal/g water vapor (4) 

R = the gas constant, 1.99 x 10-3 
Cal/mole·degree, and 

18 = the molecu lar weight of water. 

Then determine the rate of diffusion of water 
vapor out (dry air in) Jw: 

where, 

18 de 
Jw = RT Kw dz 

Kw = the diffusion coefficient from 
Table E7, and 

de dz - the gradient of vapor with 
hei ght from Table ElO. 

Multiply ing free energy per gram times flux of 
grams per area per time provides the combined 
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Fi gure [6. Map of average annual temperature (oF) 1899- 1938 (NOAA 1977). 
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figure [7. Prevail ing wind direction and annual mearl wind speed in MPH (NOAA 1977). 
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Table El0. Representative vapor pressure gradient (from Swaney [1978]) . 

Average Surface Average Gradient of 
Vapor Pressure, e, Average vapor pressure, de/dZ, 

mb Atmospheric ntJ/m x 10-4 

Pressure, p, 
Station January July mb ··January July 

Albany, New York 3.76 18.0 1009 9.33 95.49 
Albuquerque, New Mexico 2.84 13.1 838 9.45 38.64 
Athens, Georgia 7.05 21.0 991 16.12 8.76 
Boise, Idaho 3.76 11.6 920 5.3 21.83 
Brownsville, Texas 12.3 23.9 1017 40.23 56.79 

Charleston, South Carolina 9.39 21.5 1019 49.48 85.99 
Dayton, Ohio 4.78 16.4 982 13.13 40.32 
Denver, Colorado 2.74 10. 4 834 9.01 34.19 
Dodge City, Kansas 3.66 15 . 1 924 10.61 60.2 
flint, Michigan 3.89 14.64 986 4.50 46.87 

Great Falls, Montana 2.78 11.58 885 5.88 47 . 33 
Greensboro, North Carolina 5.87 20.75 987 22.03 13.43 
Jackson, Mississippi 8.98 21.84 1008 10.98 85.53 
Litt Ie Rock, Arkansas 6.74 20.63 1010 26.70 99.39 
Medford, Oregon 5.84 11.09 976 18.0 48.16 

Nashville, Tennessee 6.4 18.94 998 27.60 82.94 
Oakland, California 7.81 12.53 1021 34.13 17.76 
Omaha, Nebraska 3.09 15.44 967 8.07 32.77 
Peoria, Illinois 3.98 15.9 993 13.99 49.91 
Pittsburg, Pennsylvania 4.23 15.26 974 13.41 44.46 

Salt Lake City, Utah 3.59 11.3 875 17.0 17 . 09 
Shreveport, Louisiana 1010 32.42 
Tampa, florida 13.79 V.l 1020 45.7Z 54.25 
Tucson, Arizona 4.44 17 .16 927 8.8 69.53 
Washington, D.C. 4.47 18.29 1009 5.31 62.36 
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forrruia using decimal logarithms for conveni­
e nce. 

eZ de 
Jw = Z.3 10910 -- K -­el w dz 

I f evapotranspiration rate is known and is in 
steady state exchange with dry air above, Calor­
ies may be calculated as in footnote 5 of Table 
E1. A more elaborate forrruia for vapor diffu­
sion was derived by Swaney (1978) and this was 
used in Table E37. 

6 . Energy in Horizontal Advection 
with Vapor Pressure Gradient 

From the map in Fig. E8, read average surface 
vapor-pressure values and calculate local 
gradient (eZ - el )/llX in the direction of u 
(Fig. E7). Use these values in equation 5 to 
calculate Fg due to advection of dry air. 

RT 
= Z. 3 18 10910 eZ/el Cal/ gram vapor (5) 

g vapor/mZ·s, 

combined equation, 

where, 

Fg = flow of chemical free ener gz due to 
advection of dry air, Cal/ m ·s; 

Zb = average height of the planetary 
boundary l ayer = 1000 m; 

(eZ 

u = 

- el / X) = local horizontal gradient of 
vapor pressure in the direction of u, 
mb/ m; 

R = 
T = 

local prevailing wind vector, m/s; 
gas constant, 1 . 99 x 10-3 Cal/deg·mole; 
Kelvin temperature; and 

X = distance between inflowing vapor eZ 
and outflowing vapor el. 

7. Kinetic Energy of Rain 

From Fig. E9 or Table Ell, 
rainfall for your location . 
calculate the kinetic energy 

obtain the average 
Use equation 6 to 

of falling rain. 

where, 

Ke = kinetic energy of rain, Cal/mZ·yr; 
P = annual rainfall, cm/ yr; 
M = density of rain = 1 g/ cm3; 
V = average velocity of raindrop, cm/ s 

(see Table EIZ). 

Example for calculating kinetic energy of rain: 

Using an average raindrop diameter of 4 mm, the 
average falling velocity is approximately 76Z 
cm/ s (Table EIZ). This yields a kinetic energy 
of 

Ll K = ~VZ 

= tel g/ cm3)(76Z cm/ s)Z(Z.38 x 10-11 Cal/erg) 

= 6.91 x 10-6 Cal / em3• 
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Figure E9. Aver.::lge anflua} precipiti:ltion ror the United States, in inches (NOAA 1977). 
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Table Ell. Normal annual rainfall for selected cities of the 
United States (adapted from Todd (1970), p. 6). 

Station 

Alabama, Mobile 
Alaska, Juneau 
Arizona, Phoenix 
Arkansas, Little Rock 
California, Sacramento 

Colorado, Denver 
Connecticut, Hartford 
Delaware, Wilmington 
D.C., Washington 
Florida, Miami 

Georgia, Atlanta 
Hawaii, Honolulu 
Idaho, Boise 
Illinois, Peoria 
Indiana, Indianapolis 

Iowa, Des Moines 
Kansas, Wichita 
Kentucky, Louisville 
Louisiana, New Orleans 
Maine, Portland 

Maryland, Baltimore 
Massachusetts, Boston 
Michigan, Detroit 
Minnesota, Deluth 
Mississippi, Jackson 
Missouri, Kansas City 
Montana, Great Falls 

E34 

Average Annual Rainfall, P 

Inches 

68.13 
54.62 

7.20 
48.66 
16 . 29 

14.81 
42.92 
44.56 
40.78 
59.76 

47.14 
21.89 
11 . 43 
34.84 
39.25 

30.37 
28.41 
41.32 
53.90 
42.85 

43.05 
42.77 
30.95 
28.97 
50.82 
34.07 
14.07 

Centimeters 

173.05 
138 . 73 
18.29 

123.60 
41.38 

37.62 
109.02 
113.18 
103.58 
151. 79 

119 . 74 
55.60 
29.03 
88.49 
99.70 

77.14 
72.16 

104.95 
136.91 
108 . 84 

109.35 
108.64 

78.61 
73 .58 

129.08 
86.54 
35.74 

Table Ell. (continued). 

Station 

Nebraska, Omaha 
Nevada, Reno 
New Hampshire, Concord 
New Jersey, Atlantic City 
New Mexico, Albuquerque 

New York, Albany 
North Carolina, Charlotte 
North Dakota, Bismarck 
Ohio, Cleveland 
Oklahoma, Oklahoma City 

Oregon, Portland 
Pennsylvania, Pittsburgh 
Rhode Island, Providence 
South Carolina, Columbia 
South Dakota, Sioux Falls 

Tennessee, Nashville 
Texas, Houston 
Utah, Salt Lake City 
Vermont, Burlington 
Virginia, Richmond 

WaShington, Seattle-Tacoma . 
West Virginia, Charleston 
Wisconsin, Milwaukee 
Wyoming, Cheyenne 
Puerto Rico, San Juan 

Average Annual Rainfall, P 

Inches 

27.56 
7.15 

38.80 
42.36 

8.13 

35.08 
43.38 
15.15 
35.35 
30.82 

37.18 
36 . 14 
42.13 
46.82 
25.16 

45.15 
45.95 
13.90 
33.21 
44 . 21 

38.94 
44.43 
29.51 
15 . 06 
64.21 

Centimeters 

70.00 
18.16 
98 . 55 

107.59 
20.65 

89.10 
110.19 

38.48 
89 . 79 
78.28 

94.44 
91.80 

107.01 
118.92 
63.91 

114.68 
116. 71 

35.31 
84.35 

112 . 29 

98.91 
112.85 

74.96 
38.25 

163.09 



Table E12. Kinetic energy of rain according to "drop size 
used for different parts of the country (adapted 
from Todd (1970), p. 55). 

Raindrop Average Falling Velocit~ Kinetic 
Diameter, Egergy, 

mm FtfB cm/s 10- Cal/em3 

1.0 14 427 2.17 

2.0 19 579 3. 99 

3.0 23 701 5.85 

4.0 25 762 6.91 

5. 0 26 792 7.46 

From Table Ell, for example, the annual rainfall 
in Miami, Florida, is about 152 em. The kinetic 
potential energy of rain is estimated as 

Ke = p(~V2) 

= (152 cm/yr)(1002 cm2/m2)(6.9l x 10-6 Cal/cm3) 
= 10.50 Cal/m2·yr. 

The relationship of kinetic energy of rain ver­
sus raindrop size for different annual rainfall 
is tabulated in Table ED and plotted in Fig. 
ElO. 

8. Potential Energy 
of Rain at Surface 

Read difference between rece1v1ng and outflow 
elevation for the area from Fig. Ell or Table 

E14 (or from local data). 
calculate the potential 

Use equation 7 to 
energy of rain. 

Table En. Kinetic energy of rain versus raindrop size for 
different annual rainfall (frOOl equation 6 am 
Table (12). 

Annual Rainfall Raindrop 
Diameter, Kineticlnergy 

mm Cal/m 'yr I nch em 

60 152.4 1.0 3.31 
2.0 6. 08 
3.0 8.92 
4.0 10.53 
5.0 11.37 

50 127.0 1.0 2.76 
2.0 5.07 
3.0 7.43 
4.0 8.78 
5.0 9.47 

40 101.6 1.0 2.20 
2.0 4. 05 
3.0 5.94 
4.0 7.02 
5.0 7.58 

30 76.2 1.0 1.65 
2.0 3.04 
3.0 4.46 
4.0 5.27 
5.0 5.68 

20 50.8 1.0 1. 1 0 
2.0 2. 03 
3.0 2.97 
4.0 3. 51 
5.0 3.79 

10 25.4 1.0 0.55 
2.0 1.01 
3. 0 1.49 
4.0 1. 76 
5.0 1.89 
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Table E14. Mean and extreme altitudes of the United States (Hunt 1974). 

State Highest Point Lowest Point Approximate 
or Hean Altitude, 

Province Point Altitude, ft Point Altitude, ft ft 

Alabama Che aha Mount a in 2,406 Gulf of Mexico Sea Level 500 
Alaska Haunt K::Kinley, S. Peak 20,320 Pacific Ocean Sea Level 1,900 
Alberta Mount Columbia 12,294 Liard River 1,000 5,000 
Arizona Humphreys Peak 12,633 Colorado River 70 4,100 
Arkansas Magazine Hountain 2,753 Ouachita River 55 650 

British Columbia Mount Fairweather 15,300 Pac ific Ocean Sea Level 5,000 
Cal ifornia Mount Whitney 14,494 Death Valley - 282 2,900 
Colorado Mount Elbert 14,433 Arkansas River 3,350 6,800 
Connecticut Hount Frissell, S. Slope 2,380 Long Island Sound Sea Level 500 
Delaware On Ebright Road 422 Atlantic Ocean Sea Level 60 

District of Columbia Tenleytown 410 Potomac River 150 
Florida Sec . 30, T. 6N, R. 20W 345 Atlantic Ocean Sea Level 100 
Georgia Brasstown Bald 4,784 At lantic Ocean Sea Level 600 
Hawaii Mauna Kea 13,786 Pacific Ocean Sea Level 1,990 
Idaho 80rah Peak 12,662 Snake River 710 5,000 

Illinois Charles Hound 1,235 Mississippi River 279 600 
Indiana franklin Township 1,257 Ohio River 320 700 
Iowa Ocheyedan Mound 1,675 Mississippi River 480 1,100 
Kansas Mount Sunflower 4,039 Verdigris River 680 2,000 
Kentucky Black Mountain 4,145 Mississippi River 257 750 

Louisiana Driskill Mountain 535 New Orleans - 5 100 
Maine Mount Katahdin 5,268 Atlantic Ocean Sea Level 800 
Manitoba Baldy Mountain 2,727 Hudson Bay Sea Level 1, ZOO 
Maryland Backbone Mountain 3,360 Atlantic Ocean . Sea level 350 
Massachuset ts Hount Greylock 3,491 At lent ic Ocean Sea Level 500 

Michigan Mount Cur wood 1,980 Lake Erie 572 900 
Minnesota Eagle Mountain 2,301 Lake Superior 602 1, ZOO 
Mississippi Woodall Mountain 806 Gulf of Mexico Sea Level 300 
Missouri Taum Sauk Mountain 1,772 St. Francis River 230 800 
Montana Granite Peak 12,799 Kootenai River 1,800 3,400 

Nebraska Johnson Township 5,426 SE corner of state 840 2,600 
Nevada Boundary Peak 13,140 Colorado River 470 5,500 
New Brunswick Mount Car lton 2,690 Gulf of St. Lawrence Sea Level 1,200 
Newfoundland (Island) Lewis Hi lIs 2,672 Atlantic Ocean Sea Level 1,200 
Newfoundland Torngat Mountains 5,500 Atlantic Ocean Sea Level 2,200 
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Table (14. (continued). 

State Highest Point Lowest Point Approximate 
ur Mean Altitude, 

Province Point Altitude, rt Point Altitude, ft ft 

New Hampshire Hount Washington 6,288 Atlantic Ocean Sea Level 1,000 
New Jersey High Point 1,803 Atlantic Ocean Sea Level 250 
New He)(ico Whee ler Peak 13,161 Red Bluff Reservoir 2,817 5,700 
New York Hount Harcy 5,344 Atlantic Ocean Sea Level 1,000 
North Carolina Mount Mitchell 6,684 Atlantic Ocean Sea Level 700 

North Dakota White 8utte 3,506 Red River 750 1,900 
Northwest Territories Baffin Island 8,500 Atlantic Ocean Sea Level 1,000 
Nova Scotia North Barren 1,747 Atlantic Ocean Sea Level 500 
Ohio Campbell Hill 1,550 Ohio River 433 850 
Oklahoma Black Mesa 4,973 Little River 287 1,300 

Ontario Tip Top Mountain 2,120 Hudson Bay Sea Level 500 
Oregon Mount Hood 11,235 Pacific Ocean Sea Level 3,300 
Pennsylvania Mount Davis 3,213 Delaware River Sea Level 1,100 
Puerto Rico Cerro de Punta 4,389 Atlantic Ocean Sea Level 2,200 
Quebec Mount Jacques Cartier 4,160 Hudson Bay Sea Level 2,000 

Rhode Island Jerimoth Hill 812 Atlantic Ocean Sea Level 200 
Saskatchewan Cypress Hills 4,546 Slave River 600 1,000 
South Carolina Sassafras Mountain 3,580 Atlantic Ocean Sea Level 350 
South Dakota Harney Peak 7,742 Big Stone Lake 962 2,200 
Tennessee Clingmans Dome 6,643 Mississippi River 182 900 

Texas Guadalupe Peak 8,751 Gulf of Mexico Sea Level 1,700 
Utah Kings Peak 13,528 Beaverdam Creek 2,000 6,100 
Vermont Mount Mansfield 4,393 Lake Champlain 95 1,000 
Virginia Mount Rogers 5,729 Atlantic Ocean Sea Level 950 
Virgin Islands Crown Mountains 1,556 Atlantic Ocean Sea Level 750 

Washington Muunt Rainier 14,410 Pac i ri c Ocean Sea Level 1,700 
West Virginia Spruce Knob 4,862 Potumac Ri ver 240 1,500 
Wisconsin Timms Hill 1,952 Lake Michigan 581 1,050 
Wyoming Gannet t Peak 13,785 Belle Fourche River 3,100 6,700 
Yukon Mount Logan 19,850 Artic Ocean Sea Leve 1 3,500 
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where, 

Ge = potential energy of rain, Cal/ m2·yr; 
P = annual rainfall, cm/yr; 

= density of water = 1 g/cm3; p 

g 
h 

= acceleration of gravity = 980 cm/s 2; 
= average height of land, cm. 

Example for calculating potential energy 
rain: 

of 

If the difference in elevation between receI vIng 
and outflow area is 10 m (1000 cm), the poten­
tial energy is computed as 

6G = pgh 
= (1 g/cm3)(980 cm/ s 2)(1000 cm) 

(2.38 x 10-11 Cal/erg) 
= 2.33 x 10-5 Cal/cm>. 

From Table Ell, the annual rainfall in Miami, 
Florida, is about 60 inches (152 cm). The 
potential energy of rain is estimated as 

The relationship between potential energy of 
rain and land elevation difference for different 

. annual rainfall is tabulated in Table El5 and 
plotted in Fig . E12. 

Table E 15. Potential energy of rain vers us land elevation 
for different annual rainfall (from equation 7). 

Annual Rainfall 

I nch em 

60 152.4 

50 127 .0 

40 101. 6 

30 76.2 

20 50.B 

10 25.4 

Difference in 
Land Elevation 

m 

10 
20 
30 
40 
50 

10 
20 
30 
40 
50 

10 
20 
30 
40 
50 

10 
20 
30 
40 
50 

10 
20 
30 
40 
50 

10 
20 
30 
40 
50 

Potentia2 Energy 
Cal/m · yr 

35.5 
71.0 

106.7 
142. 2 
177.7 

29.6 
59 . 2 
BB. 9 

11 B. 5 
14B. 1 

23 . 7 
47.4 
71.1 
94 . B 

11 B. 5 

17. B 
35 . 5 
53.3 
71 . 1 
BB.9 

11 . B 
23.7 
35.6 
47.4 
59 . 2 

5.9 
l1.B 
17. B 
23 . 7 
29. 6 
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9. Chemical Potential 
Energy of Rainfall 

First, obtain the average annual rainfall from 
Fig. E9 or Table Ell. Then read the average 
total dissolved solids concentration (in ppm) in 
rainfall from Fig. E13. Subtract this from 
1,000,000 ppm to get the water concentration. 
Call this C2' Use equation 8 to calculate the 
total free energy from chemical potential in 
rainfall for your site. 

where, 

Fr 

P = 
n = 
R = 
T = 
Cl 

C2 

= chemical potential energy based on 
water concentration, Cal/m2.yr; 

annual rainfall, m/yr; 

(8) 

number of moles of water = 1/18 mole/ g; 
universal gas constant = 1.99 x 10-3 
Cal/oK'mole; 

temperature in degrees Kelvin = 300 oK; 
= seawater concentration = 1,000,000 

ppm - 35,000 ppm = 965,000 ppm; and 
= rainwater concentration. 

Example for calculating chemical potential 
energy of rainfall: 

An average of 10 ppm 
seawater are assumed. 
of water is given by 

C2 
llF = (nRT)in(tl) 

rainwater and 35,000 ppm 
The free energy per gram 

= (1.99 x 10-3 Cal/ oK'mole)(3000K) (999,990) 
18 g/ mole i n 96 5,000 

= (3.31 x 10-2 Cal/g)(0.0356) 
= 1.18 x 10-3 Cal/g water. 

From Table Ell, the annual rainfall in Miami, 
Florida, is 1.52 m/yr, so the chemical potential 
energy of rain is e~timated as 

C2 
F r = PCt>FP (nRT) (C2 hn(tl) 

= (1.52 m/yr)(999,990 g/m3)(1.18 x 10-3 Cal/g) 
= 1.79 x 103 Cal/m2·yr. 

10. Rain Chemical Poten­
tial of Nutrients 

First, obtain the average annual rainfall from 
Fig. E9 or Table Ell. Second, read the average 
nitrogen and phosphorus concentration (in ppm) 
in rainfall from Figs. E14 and E15 or Tables E16 
and El7. Call these C2 and C3' respectively. 

Use equations 9 and 10 to calculate the chemical 
potential of nitrogen and phosphorus, respec­
tively. 

where, 

Fn = chemical potential of nitrogen as 
N03- and NH4+; 

P = annual rainfall, m/yr; 

(9) 

n = number of moles of nitrogen as N03-
and NH4+ per gram = 1/40; 

R = universal gas constant = 1.99 x 10-3 
Cal/oK'mole; 

T = temperature in degrees Kelvin = 300 oK; 
Cl = average nitrogen concentration in 

seawater = 0.5 ppm; 
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Table E16. Major chemical substances dissolved in rainfall for 32 U.S. stations in ppm. 

Station 

1 Caribou, Maine 
2 Nantucket, Massachusetts 
3 Albany, New York 
4 Philadelphia, Pennsylvania 
5 Boonsville, Kentucky 

6 Cincinnati, Ohio 
7 Cape Hatteras, North Carolina 
e Montgomery, Alabama 
9 Tampa, Florida 

10 Greenville, South Carolina 

11 Charleston, South Carolina 
12 Nashville, Tennessee 
13 Midway Airport, Chicago, Illinois 
14 O'Hare Airport, Chicago, Illinois 
15 Sau lt Ste. Marie, Michigan 

16 St. Cloud, Minnesota 
17 Sterling, Virginia 
18 Springfield, Missouri 
19 Grand Island, Nebraska 
20 Lake Charles, Louisiana 

21 Amarillo, Texas 
22 Brownsville, Texas 
23 San Angelo, Texas 
24 Grand Junction, Colorado 
25 Pocatello, Idaho 

26 Ely, Nevada 
27 Neah Bay, WaShington 
28 Gl asgow, !-\Jntana 
29 Santa Catalina, California 
}O Medford, Oregon 

31 Rapid City, South Dakota 
32 Winsluw, Arizona 

~Lodge et aJ. (1968). 
Likens (1976). 

*Less than 0.005 ppm. 

0.09 
D.12 
0.10 
0.01 
0.01 

0.01 
0.01 
0.01 
0.01 
0.05 

0.05 
0.01 

• 
• 

0.01 

• 
0.01 
0.01 

• 
• 
• 
• 
• 
• 
• 

• 
• 
• 
• 
• 

• 
• 

0.39 
0.40 
1. 97 
1 . 15 
1. 28 

1.81 
0 .40 
0.71 
1.61 
0.30 

0.44 
1.17 
6.34 
4.}2 
1.00 

1 • 12 
.0.67 
4.51 
0.96 
0.56 

2.26 
1.52 
}.72 
7.25 
3.}1 

6.17 
0.88 
1.22 
0.48 
1.39 

6.47 
7.9} 

Annual Average for 1960-1966a 

0.23 
2.66 
0.46 
0.91 
0.54 

0.34 
}.44 
0.45 
1.01 
0.26 

1.06 
o.n 
1.88 
0.75 
0.34 

0.25 
0.}4 
0.59 
0.22 
0.58 

0.44 
1. 70 
1. 19 
0.98 
0.98 

1.85 
12.97 

2.19 
0.96 
0.43 

0.52 
2.03 

0.18 
0.63 
0.20 
O. J4 
1.16 

0.25 
0.67 
0.19 
0 . 20 
0.12 

0.82 
0.09 
2.67 
1 .81 
0.19 

0.34 
D.44 
0.1J 
0.14 
0.07 

D.18 
0.62 
0.38 
0.61 
1.00 

2.}5 
0.20 
0.11 
0.23 
0.28 

0.18 
0.62 

0.14 
0.21 
0.45 
0.29 
0.24 

0.16 
0.25 
0.15 
0.15 
0.15 

0.22 
0.10 
0.54 
0.36 
0.18 

0.14 
0.27 
0.40 
0.18 
0.12 

0.27 
0.39 
0.21 
O. }9 
0.45 

0.52 
0.67 
0.27 
0.14 
0.54 

D.29 
0.74 

3.47 
2.99 
8.66 
8.71 
5.40 

6.11 
2.26 
1.75 
3.34 
1.52 

2.75 
3.65 

23.9 
12.1 

4.20 

3.38 
3.40 
}. }O 
2.1J 
1.25 

2.89 
2.43 
2.29 
7.47 
3.91 

10.00 
5.0D 
5.79 
1.42 
1.76 

1.06 
4. }5 

0.38 
0.25 
0.41 
0.45 
0.55 

0.36 
0.16 
0.18 
0.08 
0.23 

0.16 
0.15 
0.56 
3.39 
0.44 

0.37 
0.36 
0.29 
0.25 
0.21 

0.25 
0·.12 
0.27 
0.2} 
0.21 

0.27 
0.13 
0.12 
0.19 
0.08 

0.18 
0.20 

0.26 
5.35 
1.08 
1. 26 
D.63 

0.85 
6.07 
0.58 
1.54 
0.35 

1.43 
0.38 
4.58 
1.44 
0.49 

D.}} 
0.52 
0.78 
0.32 
1.0} 

0.59 
}.71 
}.67 
0.86 
0.17 

1.65 
25.20 

1.67 
4.98 
0.44 

0.4} 
2.16 

PO -3 
4 

0.01 
0.02 
0.05 
0.12 
0.25 

0.25 
0.10 
0.13 
0.10 
0.15 

0.10 
0.17 
0.10 
0.10 
0.04 

0.10 
0.15 
D.l0 
0.10 
0 . 10 

0.10 
0.10 
0.10 
0.10 
0.10 

0.10 
O. lD 
0.10 
0.10 
0.10 

D.l0 
0.10 

Total 

5.15 
12.6} 
13.38 
13.24 
10.06 

10.14 
13.36 
4.15 
8.04 
3.13 

7.03 
6.04 

40.57 . 
24.27 
6.89 

6.03 
6.16 

10 . 11 
4 . }0 
}.92 

6.98 
10.59 
11.83 
17.90 
11.13 

22.91 
45.15 
11.47 

8.50 
5.02 

9.23 
18.1} 



Cz = 

Fp = 

where, 

Fp = 

P = 
n = 
T = 
Cl = 

C3 = 

Table E17. 

Location 

Green Bay, 
Wisconsin 

Madison, 

average nitrogen concentration in 
rainwater, ppm. 

C3 Z 
P(nRT)(C3)tn(Cl) Cal/m ·yr (10) 

chemical potential of phosphorus as 
P043- Cal/mZ·yr; 
annual rainfall, m/yr; 
number of moles of phosphorus as 
P043- per gram = 1/95; 
temperature in degrees Kelvin = 3oo 0 Kj 
average phosphorus concentration in 
seawater = 0.07 ppm; 
average phosphorus concentration in 
rainwater, ppm. 

Phosphorus content of rainfall for U.S. loca­
tions. 

0.008 

Rainfall 
m/yr 

0.70 

PO -3" 
4 

ppm 

0.034 

Source 

Sr idharam 1971 

Wisconsin 0.023 0.75 0.095 Kluesener 1972 

Cincinnati, 
Ohio 0.080 

New Haven, 
Connecticut 0.010 

Delaware 0.056 

Gainesville, 
Florida 0.045 

AVERAGE 

'If all P as P04-J 

1.00 

1.09 

1.00 

1. 36 

0.245 

0.028 

0.172 

0.101 

0.11 

Weibel et al. 1966 

Voight 1960 

Reimbold and 
Daiber 1967 

Brezonik et al. 1969 

11. Chemical Potential 
of Acidity in Rain 

To calculate the chemical potential energy of 
mixing acid substances in rain, equation 11 is 
used with data in Figs. E6, E9, and E16 (Castel­
Ian 1964). 

Fa = P(nRT)(Xj'ptn Xi'! (11 ) 

where, 

P 
n 

R 

T 

chemical potential of acid substance, 
Cal/mZ·yr; 

= annual rainfall, m/yr (Fig. E9); 
= number of moles of water per gram = 

1/18 g/mole = 55.6 moles HZo/li 
= universal gas constant = 1.99 x 10-3 

Cal/oK·mole; 
= average surface temperature in degrees 

Kelvin, OK (Fig. (6); 
Xi'! = mole fraction of HZo with H+/pure HZo 

55.6 moles HZO/l - moles H+/l 
(Fig E16); = 

tnXi'! = 

55.6 moles HZo/l • 

natural log of the mole fraction 
(when Xi'! is near 1, tnXi'! = Xi'! - 1). 

lZ. Physical Energy 
in Tidal Absorption 

The average total tidal energy passing shelf can 
be estimated by equation lZ with tidal range 
data from Fig. E17. 

Cally r (lZ) 

where, 

Et = tide energy passing the shelf, Cal/yrj 
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N 
A 
p 

g 
h 

= number of tides per yea2; = tide absorbing area, cm ; 
= density of seawater = 1.OZ5 g/cm3; 
= acceleration of gravity = 980 cm/sZ; 
= mean tidal range as shown in Fig. E17, 

expressed in cm. 

Example for calculating tidal energy absorbed 
over shelf: 

The mean tidal range in the vicinity of M~ami 
Beach (Fig. E17) is about 0.75 m. The number of 
tides per year is 706. The absorbing area is 
assumed equ~l to shelf t8 100 m and estuaries, 
about 75 m = 75 x 10 cmZ. Tide absorbed 
over shelf is taken as 50% of tide energy 
passing shelf . Thus, tidal absorption in the 
estuary is estimated as 

Et = 0.5 N·A·tPghZ(Z.38 x 10-11 ) 

= 0.5(706 tides/yr)(75 x 104 cmZ)(t) 

(1.OZ5 g/cm3)(980 cm/s Z)(75 cmZ) 

(Z.38 x 10-11 Cal/erg) 

= 1.78 x 104 Cal/yr. 

13. and 14. Chemical Free Energy 
Due to Differences in Salt in 
Tidal Inflow and Outflow 

Estimate the annual tidJl inflow (Jl) from 
data for your site (in m /yr) and the average 
salinity (Cl) of the inflow (in ppm). Estim­
a~e the annual outflow (JZ) for your site (in 
m /yr) and the average salinity (e2) of the 
outflow (in ppm). Estimate the river discharge 
(J3) from Table El8 or more detailed data (in 

m3/yr) and the average salinity (C3) of the 
river discharge (in ppm) (Table E19). Use equa­
tion 13 to calculate the total chemical free 
energy. 

Table E18. Average annual discharge of larger rivers in the 
United States (Chow 1964). 

Average 
Annual Drainage 

Discharge, Area, Length, 
River ft 3/s sq mi mi 

Mississippi 620,000 1,243,700 3,892 
St . . Lawrence 400,000 565,000 2,150 
Ohio ( I)' 255,000 203,900 1,306 
Colurrbia 235,000 258,200 1,214 
Mississippi (T) 91,000 171,600 1,170 

Missouri (T) 70,000 529,400 2,714 
Tennessee (TT)* 63,700 40,600 900 
Mobile 59,000 42,300 758 
Red (I) 57,300 91,400 1,300 
Arkansas (J) 45,200 160,500 1,450 

Snake ( J) 44,500 109,000 1,038 
Susquehanna 35,800 27,570 444 
Alabama (I) 31,600 22,600 720 
White (I) 31,000 28,000 690 
Willamette (I) 30,700 11,250 270 

Wabash (J I) 30,400 33,150 475 
Cumber land (I I) 27,800 18,080 720 
Illinois ( I) 27,400 27,900 420 
lornbigbee ( I) 27,000 19,500 525 
Sacramento 26,000 27,100 382 

Apalachicola 25,000 19,500 500 
Pend Oreilla (I) 24,600 25,820 490 
Colorado 23,000 246,000 1,450 
Hudson 21,500 13,370 306 
Allegheny (TT ) 19,200 11,700 325' 
Del aware 19,000 12,300 390 

*T : First-order tributary; TT = second-order tributary. 



Table E19. Dissolved and suspended load in selected rivers in different climatic regions of the United States (Leopold et al. 1964) . 

Discharge Suspended Dissolved 
per Years of Average Average and Average Load as 

Drainage Average Drainage Record Suspended Dissolved Dissolved Load Percent of 
Elevation, Area, Discharge, Area in Load Load Load per Area Total Load 

River and Location ft sq mi ft3/ s ft3/ s ' Sq mi Sample 106 ton/yr 106 ton/yr 106 ton/yr tons/sq mi·yr ~ 

Little Colorado, 
Woodruf, Arizona 5,129 8,100 63.3 0.0078 6 1.6 0.02 1.62 193 1. 2 

Canadian, near 
Amarillo, Texas 2,989 19,445 621 0.032 6.41 0.124 6.53 336 1.9 

Colorado, near San 
Saba, Texas 1,096 30,600 1,449 0.047 5 3.02 0.208 3.23 105 6.4 

Bighorn, Kane, 
Wyoming 3,609 15,900 2,391 0.150 1.60 0.217 1.82 114 12 

Green, Green River, 
Utah 4,040 40,600 6,737 0.166 20-26 19 2.5 21.5 530 12 

Colorado, near Cisco, 
Utah 4,090 24,100 8,457 0.351 20-25 15 4.4 19.4 808 23 

Iowa, Iowa City, Iowa 627 3,271 1,517 0.464 3 1.184 0.485 1.67 510 29 

Mississippi, Red River 
Landing, Louisiana 1,144,500 569,500 0.497 3 284 101.8 385.8 337 26 

Sacramento, Sacramento, 
California 0 27,000 25,000 0.926 3 2.85 2.29 5.14 190 44 

Flint, near Montezuma, 
Georgia 256 2,900 3,528 1. 22 0.400 0.132 0.53 183 25 

Juniata, near New Port, 
Pe .. nsylvania 364 3,354 4,329 1.29 7 0.322 0.566 0.89 265 64 

Deli:tware, Trenton, 
New Jersey 8 6, 780 11,730 1.73 4-9 1.003 0.830 1.83 270 45 
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Ft = (nRT)JICl£n(~) + J3C3£n(~); Cal/yr (13) 

where, 

Ft = total chemical free energy, Cal/yr; 
n = number of moles per gram of salt = 

1/35; 
R = universal gas constant = 1.99 x 10-3 

Cal/oK'mole; 
T = temperature in degrees Kelvin = 300 oK; 
Jl = annual tidal inflow, m3~yr; 
J2 = annual tidal outflow, m /3r; 
J3 = annual river discharge, m /yr; 
Cl = average salinity of total inflow, ppm; 
Cz = average salinity of total outflow, 

ppm; 
C3 = average salinity of river discharge, 

ppm. 

15. Energy in Waves Breaking 

The wave energy transmitting toward shoreline is 
the product of energy per unit area of wave 
front (Ippen 1966) and the velocity of the 
waves. Read mean elevation of waves striking 
shore in map in Fig. E18 or Table E20, and using 
equation 14 to calculate the wave energy. 

where, 

Ew 

p 

g 
h 

= 

= 
= 
= 

Cal/m'yr (14) 

wave energy transmitting toward shore­
line, Cal/m'yr; 
density of seawater = 1.025 g/cm3; 
acceleration of gravity = 980 cm/5 2; 
mean wave height as shown in Fig. E18 
or Table E20, cm; 

C = wave cIlerity = (gd)1/2 = (9.8 
m/s'd) /2, m/s; 

d = mean water depth at wave gauge, m. 

Example for calculating wave energy coming 
ashore: 

The mean wave height in the vicinity of Daytona 
Beach from Fig. El8 is about h = 0.66 m. The 
energy per unit of wave front is 

r:, Ew = ipgh 2 

= i(1.025 g/cm3)(980 cm/s2)(66 cm)2 

(1002 cm2/m2)(2.38 x 10-11 Cal/erg) 
= 0.130 Cal/m2. 

Assuming the shoaling depth (d) is 10 m, the 
wave celerity is 

C = 
= 
= 
= 

(gd)1/2 
«9.B m/s 2)(10 m))1/2 = 9.90 m/s 
(9.90 m/s~(3.15 x 107 s/yr) 
3.12 x 10 m/yr. 

The total wave energy transmitting toward shore­
line is estimated per meter of wave front as 

Ew = r:,Ew'C 
= (0.130 Ca~/m2)(3.12 x 108 m/yr) 
= 4.06 x 10 Cal/m·yr. 

The relationship of wave power per unit length 
of exposed coast versus mean water depth for 
different mean wave height is tabulated in Table 
E21. 

Waves striking beaches are assumed to be ab­
sorbed into turbulence, beach work, and long 
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Figure [18. Mean wave height on the coast of the United States in meters ( data from Coastal Engineering Research 
Center 1977). 
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shore currents. Multiply energy per unit wave 
fron Ew by length of perpendicular shore 
absorbing waves to obtain total energy received 
on shore or into estuaries. Waves striking 
rocky coasts are partly reflected. 

Table [20. Wave heights and periods for selected locations 
along U.S. coast (Thompson 1977). 

Location 

Buzzards Bay, Massachusetts 
Atlantic City, New Jersey 
Chesapeake Bay Bridge, Virginia 
Virginia Beach, Virginia 
Nags Head, North Carolina 

Wrightsville Beach, North Carolina 
Holden Beach, South Carolina 
Savannah Light Tower, Georgia 
Daytona Beach, florida 
Palm Beach, florida 

Lake Worth, florida 
Naples, florida 
Destin, florida 
Galveston, Texas 
Point Conception, California 

Port Hueneme, California 
Point Miyu, California 
Venice r Cali fernia 
Huntington Beach, California 

16. Energy in Sand Supply 

Average Average 
Wave Height, Period, 

m 

0.76 
0.88 
0.49 
0.67 
0.94 

0.79 
0.61 
0.91 
0.66 
0.61 

0.67 
0.38 
0.58 
0.40 
0.72 

0.37 
1.00 
0.64 
0.55 

5 

7.39 
8.43 
3.70 
8. 32 
8.59 

7.79 
7.38 
6.64 
6.11 
6. 42 

6.21 
4.55 
5.79 
5.71 

10.04 
11.01 
10.45 
12.84 

Energy in sand supply has two components, chemi­
cal free energy in sand flux and elevated poten­
tial energy in sedimentation. 

Table [21. Wave power per lXlit length of exposed coast. 

Mean Wave 

Height (H), 
m 

0.40 

0.50 

0.60 

0.70 

0.80 

0.90 

1.00 

Mean Water 

Depth (d) , 

m 

1 
5 

10 
15 
20 

1 
5 

10 
15 
20 

1 
5 

10 
15 
20 

1 
5 

10 
15 
20 

1 
5 

10 
15 
20 

1 
5 

10 
15 
20 

1 
5 

10 
15 
20 

Wave Power (P) , 

107 Cal/m'yr 

0.47 
1.05 
1.49 
1.83 
2.11 

0.74 
1.65 
2.3J 
2.85 
3.29 

1.06 
2.J7 
3.35 
4.11 
4.74 

1.44 
3.23 
4.57 
5.59 
6.46 

1.89 
4.22 
5.96 
7.30 
8.43 

2.39 
5.34 
7.55 
9.24 

10.67 

2.95 
6.59 
9.32 

11.41 
1 J. 18 



Organic chemical potential in sand flux. Esti­
mate the average organic matter content of sedi­
ments from Table E22 and the average littoral 
drift from Table E23. Use equation 15 to calcu­
late the organic chemical free energy in sand 
flux. 

Cal/m·yr (15) 

where, 

Fs = chemical potential in sand flux, 
Cal/yr; 

o = sediments organic matters content, %; 
Q = average littoral drift along coast­

line, m3/yr (Table E23); 
p = density of sand = 1.47 g/cm3 

(Leibowitz 1979); 
K = free energy of organic matter = 5.4 

Cal/g (Regan 1977). 

To estimate contribution of drift to an area 
subtract estimated outflow drift from inflow 
drift and divide by area involved. 

Elevated potential energy in sedimentation. Es­
timate the average rate of sediment accumulation 
from Table E24 and use equation 16 to calculate 
the flux of potential energy against gravity in 
sediment. 

Cal/ yr (16) 

where, 

Gs = elevated potential energy from sedi­
mentation, Cal/yr; 

A = coastal area affected by sedimenta­
tion m2 . , , 

P = bulk density of sand = 1.47 g/cm3; 
g = acceleration of gravity = 980 cm/s2; 
h = average sedimentation rate, cm/yr 

(T able E24); 
d = distance to the center of gravity = 

h/2, cm. 

17. Physical Energy in Stream Flow 

Find drop in elevation within area drained and 
average runoff for the area from Fig. E19. Use 
equation 17 to calculate .the physical energy in 
stream flow. 

where, 

Gq = physilial energy in stream flow, 
Cal/m • yr; 

q = average runoff for the area, cm/yr 
(Fig. El9) ; 

1 g/cm3; P = density of water = 
g = acceleration of gravity = 980 cm/s2; 
h = drop in elevation within area drained, 

cm. 

Example for calculating physical energy in 
stream flow. 

In Florida, the average surface runoff is about 
10 in. / yr; assuming the average drop in eleva­
tion is 10 m, then the potential energy of water 
flow against gravity is estimated as 

Gq = (10 in./y2)(2.54 cm/in.)(1 g/cm3) 
(980 cm/s )(10 m)(100 cm/m)(1002 cm2/m2) 
( 2.38 x 10-11 eal/ erg) 

= 5.9 Cal/m2·yr. 
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Table E22. Sediment data to use to estimate Gibbs free energy (Gebelen 1977). 

Median Grain Weight Percentage Percent Percent Percert 
Type Size* Less than 62 micron Calcium Carbonate Organic Insoluble 

Beach 2 mm 4 92 1 7 
(0 . 025 mm-25 mm) (0-40) (90-99) (0.5-7) 0-9) 

Marine lagoon 
including tidal 
flats 3 microns 80 75 6 19 

«1 micron-10 rrm) (74-91 ) ( 64-91) (4-9 ) ( 14-28) 

I nland lagoon 3 microns 83 63 30 7 
«1 micron-7 fTl1I) (20- 95) (20-88) ( 5-70) (1 - 10) 

*Range of values in parentheses. 
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Table (23. Annual littoral drift along coast (Komar 1976). 

Location 

Atlantic Coast 

Suffolk County, New York 
Sandy Hook, New Jersey 
Sandy Hook, New Jersey 
Asbury Park, New Jersey 
Shark River, New Jersey 
Manasquan, New Jersey 
Barnegat Inlet, New Jersey 
Absecon Inlet, New Jersey 
Ocean City, New Jersey 
Cold Springs Inlet, New Jersey 
Ocean City, Maryland 
Atlantic Beach, North Carolina 
Hillsboro Inlet, Florida 
Palm Beach, florida 

Gul f of Mexico 

Pinellas County, Florida 
Perdido Pass, Alabama 
Galveston, Texas 

Paci fic Coast 

Santa Barbara, California 
Oxnard Plain Shore, California 
Port Hueneme, California 
Santa Monica, California 
£1 Segundo, California 
Redondo Beach, California 
Anaheim Bay, California 
Camp Pendleton, California 

Great Lakes 

Milwaukee County, Wisconsin 
Racine County, Wisconsin 
Kenosha, Wisconsin 
State Line to Waukegan, Illinois 
Wauke't]an to Evanston, Illinois 
South of Evanston, Illinois 

Outside the United States 

Monrovia, Liberia 
Port Said, Egypt 
Port Elizabeth, South Africa 
Duban, South Africa 
Madras, India 
Hucuripe, Brazil 

Drift Rate, 
m3/yr 

255,000 
377,000 
334,000 
153,000 
255,000 
275,000 
191,000 
306,000 
306,000 
153,000 
115,000 
22,600 
57,000 

115,000 to 
172,000 

38,000 
153,000 
334,700 

214,000 
756,000 
382,000 
207,000 
124,000 
23,000 

115,000 
76,000 

6,000 
31,000 
11,000 
69,000 
44,000 
31,000 

383,000 
696,000 
459,000 
293,000 
566,000 
327,000 

Predominant 
Direction 

W 
N 
N 
N 
N 
N 
S 
S 
S 
S 
S 
E 
S 

S 

S 
W 
E 

( 

S 
S 
S 
S 
S 
( 

S 

S 
S 
S 
S 
5 
S 

N 
( 

N 
N 
N 
N 

Years of 
Record 

1946-1955 
1885-1933 
1933-1951 
1922-1925 
1947- 1953 
1930-1931 
1939-1941 
1935-1946 
1935-1946 

1934-1936 
1850-1908 

1925- 1930 

1922-1950 
1934-1953 
1919-1934 

1932-1951 
1938-1948 
1938- 1948 
1936-1940 
1936-1940 

1937- 1948 
1950-1952 

1894-1912 
1912-1949 

1946-1954 

1897-1904 
1886-1949 
1946-1950 

18. Energy in Dissolved 
Substances in Streams 

Obtain stream inflow volume (JI) and total 
dissolved solids concentration (CI) from local 
data or Table E19. Obtain stream outflow volume 
(J2), total dissolved solids concentration 
(C2), and stream temperature from local data. 
Then, the free energy of dissolved substances in 
stream is estimated by the following equation. 

Table (24. Approx.imate rates of sediment accumulation in 
some marine ard estuarine systems (Oviatt and 
Nixon 1975). 

System 

Open ocean 
San Francisco Bay, 

California 
Narragansett Bay, 

Rhode Island 
Delaware Bay, 

Delaware 
James River Estuary, 

Virginia 

Temperate estuaries 
Salt Harsh, S. Patens 

Zone, Connecticut 
Mobile Bay, Alabama 
Upper Chesapeake Bay, 

Maryland 
Port Valdez, Prince 

William Sound, 
Alaska 

where, 

Accumulation 
Rates, mm/yr 

0.01 

0.1-1.3 

0.3-0.4 

1.5 

1.5-3.0 

2-4 

2.0-6.5 
5-6 

5-8 

17 

Source 

Sverdrup at 81. 1942 

Graha~ 1974 

Farrington 1971 

Ovstdam and Jordan 1972 

Nicholas 1972 

Ruseak 1967 

Harrison and Bloom 1974 
Ryan and Goodell 1972 

Schvbel 1971 

Sharma and Burbank 1973 

J2C2in(~» Cal/yr (18) 

free energy of dissolved substance in 
stream, Cal/yr; 
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Figure [19. Average runoff for the United States in inches (from Chow 1964 ). 



n = number of moles of dissolved substance 
per gram = 1/35; 

R = universal gas constant = 1.99 x 10-3 
Cal/oK·mole; 

T = temperature in degrees Kelvin = 300 oK; 
Jl = annual stream inflow, m3~yr; 
JZ = annual stream outflow, m /yr; 
Co = average total dissolved solids con­

centration in seawater = 35,000 ppm; 
Cl = total dissolved solids concentration 

of stream inflow, ppm; 
Cz = total dissolved solids concentration 

of stream outflow, ppm. 

19. Chemical Potential Energy 
in Sediments in Streams 

Obtain average discharge and total sediment load 
of stream flow from your local area or Table 
E19 . With the help of Table EZZ, estimate the 
organic matter content of sediments. Use equa­
tion 19 to calculate the organic chemical poten­
tial energy in sediments. 

Cal/yr (19) 

where, 

Fo = chemical potential energy in sedi-
ments, Cal/yr; 

0 = organic matter content of sediments , 
%j 

m3/yr; J = average annual stream flow, 
Q = total sediment load in stream flow, 

g/m3 ; 
K = free energy of organic matter = 5.4 

Cal/g. 

ZOo Physical Potential Energy 
in Materials in Stream Flow 

Obtain the stream flow from your local area. 
Es timate the density or weight of particulate 
and dissolved material flow borne by water (see 
Table El9). Find the change in elevation of 
your drainage area. Use equation ZO to calcu­
late the potential energy of materials in stream 
flow against gravity. 

where, 

J 
p 

g 
h 

Cal/ yr (ZO) 

physical potential energy in mater­
ials in stream flow, Cal/yr; 

= average annual stream flow, m3/yr; 
= density of par~iculate and dissolved 

materials, g/m ; 
= acceleration of gravity = 980 cm/sZ; 
= drop in elevation of drainage area, 

cm. 

Zl. Energy Inflow in Catastrophes 

Energy inflow in catastrophes for earthquake, 
tornado, hurricane, and flood are calculated as 
follows. 

Earthguake enerqy. Using the effective peak 
acceleration map in Fig. E20 obtain the peak 
acceleration in g' s for the site of interest 
(note the map is in percent of 1 g). To find 
probabilistic frequency of occurrence per 100 
years, locate area of interest by seismic zone 
from Fig. E21. Read se ismic zone number and use 
it to look up frequency per 100 years on Table 
E25. Use equation 21 to calculate the average 
energy per unit area. 
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Figur~ [20. Effective peak acceleration map of the United States . Numbers are in percent of one g acceleration (from 
Algermissen and Perkins 1976 ) . 



100 90 80· 

Figure E21. Seismic zune map of the United States. See Table E21 for frequenc)' of occurrence by zone (Algermissen 
and Perkins 1976). 
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Table E25. Seismic parameters for source zones (after Table E25. (continued). 
Algermissen and Perkins 1976). 

Number of Modified Number of Modified 
Mercalli Maximum Hercalli Maximum 

Zone* Intensity V's Maximum Maximum Zone- Intensity ViS Maximum Maximum 
No. Number/100 yr bi 10 Mc No. Number/100 yr bi 10 Hc 

1 245.2 -0.50 X 7.3 37 15.6 -0.31 VIII 6.1 
2 110.0 -0.40t XII 8.5 38 31.1 -0.54 VII 5.5 
3 27.2 -0.45 Xl 7.9 39 21.5 -0.54 VII 5.5 
4 75.1 -0.45 Xl 7. 9 40 2.7 -0.40 VI 4.9 
5 14.9 -0.50 X 7.3 41 27.6 NA V 4.9 

6 44.4 -0.45 Xl 7.9 42 11.1 -0.40 VI 4.9 
7 299.6 -0.53 VIII 6.1 43 23.0 NA V 4.3 
8 7.3 -0.49 VI 4.9 44 13.8 do V 4. 3 
9 208.0 -0.40 Xl 7.9 45 6.7 -0.31 VIII 6. 1 

10 125.0 -0.51 VIII 6.1 46 2.7 -0.40 VI 4.9 

11 80.1 -0.53 VIII 6.1 47 2.7 -0.40 VI 4.9 
12 43.0 -O.43t XII 8.5 48 14.7 -0.54 VII 5.5 
13 99.4 -0.45 XI 7.9 49 10.3 NA V 4.} 
14 34.9 -0.45 Xl 7.9 50 4.6 do V 4.3 
15 0.0 -0.53 VIII 6.1 51 7.4 -0.53 VI 4.9 

16 33.9 -0.50 X 7.3 52 13.0 -0.40 VI 4.9 
17 223.0 -0.45 XI 7.9 53 9.3 -0.24 VIII 6.1 
18 2.8 -0.50 X 7.3 54 21.2 -0.55 VII 5.5 
19 613.6 -0.52 X 7.3 55 1.7 NA V 4.3 
20 14.8 -0.29 VIII 7.1 56 5.7 -0.5} VI 4.9 

21 79.8 -0.59 VII 5.5 57 7.8 -0.55 VII 5.5 
22 80.1 -0.76 VI 4.9 58 0.6 -0.50 VII 5.5 
23 12.7 NA V 4.3 59 16.0 -0.50 VIII 6.1 
24 6.0 do V 4.3 60 16.0 -0.50 VIII 6.1 
25 8.5 -0.59 VII 5.5 61 84.5 -0.50 X 7.3 

26 137.1 -0.72 VI 4.9 62 22.0 -0.50 VIII 6.1 
27 99.9 -0.67 VII 5.5 63 22.1 -0.64 VIII 6.1 
28 35.3 -0.32 IX 6.7 64 54.4 -0.59 VI II 6.1 
29 90.4 -0.36 X 7.3 65 19.9 -0.33 X 7.3 
30 10.5 -0.26 VII 5.5 66 13.0 -0.59 VIII 6.1 

31 84.6 -0.63 VII 5.5 67 7.8 -0.59 VII 5.5 
32 17.0 -0.56 VI 4.9 66 69.1 -0.67 VIII 6.1 
33 126.8 -0.56 IX 6.7 69 117.6 -0.59 IX 6. 7 
34 71.0 -0.56 VII 5.5 70 33.5 -0.65 VIII 6.1 
35 23.0 -0.56 VIII 6.1 71 21.7 -0.49 X 7. } 
36 15.3 -0.54 VII 5.5 

·The zones are shown in Fig. E20. 
tup to X I then flat. 

E62 



where, 

Ee = average earthquake energy, Cal/m2'yr; 
Ke = a constant derived from the case 

study of Guatemala earthquake of 
February 4, 1976 = 4168 (Alexander 
1978) ; 

a = percent of one g acceleration; 
f = expected frequency per 100 yr. 

Example for calculating catastrophic energy in 
earthquake. 

The peak acceleration in South Carolina from 
Fig. E20 is 11%, or 0.11; read the seismic zone 
number at the same area from Fig. E21 (which is 
65) and use it to look up frequency per 100 
years on Table E25, 19.9/100 yr. The earthquake 
energy is estimated as 

Ee = K ·a2·f 
= 4168'0.112'29.9/100 yr 
= 10.04 Cal/m ·yr. 

T omado energy. Obtain the average number of 
tornadoes per year from Fig. E22. Use equation 
22 to compute the average tornado energy. 

where, 

f 

average tornado energy for study 
area, Cal/m2'yr; 

= expected freq~enc2 = number of torna­
does/2.6 x 100 m 'yr (from 
Fig. E22; Abbey 1977); 

et = average energy per tornado per unit 
area; 

At = aV9rage energy per tornado = 3. 7 x 
10 Cal (Sellers 1965); 

Ad = av~ra~e damage path area = 7.5 x 
10 m (Thom 1963); 

et = 
At 
Ad 

3.7 x 107 Cal 
= 

7.5 x 106 m2 

= 4.9 Cal/m2. 

Hurricane energy. Read the probability that a 
hurricane will occur for the site from Fig. E23. 
Use equation 23 to calculate the annual energy 
released from the hurricane. 

where, 

Eh = average hurricane energy, Cal/m2'yr; 
eh = avera~e energy release~ per hurricane, 

Cal/m = 5 x 105 Cal/m (see calcu­
lation in the following); 

P = probability that a hurricane will 
occur (Fig. E23). 

Hughes (1952) and Miller (1958) estimated th~t 
the hurricane energy varied fr0f, 2 to 6 x 10 6 
ergs/day = 4.78 to 14.34 x 10 5 Cal/day, or 
an average of 9.6 x 1015 Cal/day. Hurricane 
size is §onsidered as 100 miles in diameter = 
1. 6 x 10 m (Dunn and Miller 1964). Thus the 
hurricane area is 
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Figure E22.. Average number or tornadoes per year per 2.6 x 1010 meters 2 (Abbey 1977 ). 

80· 

• o 

'" 



• 

I 
I 
I 

j 

I 
I 

I 
_.--1 

• 

HURRICANES 
GREAT HURRICANES 

90' 

figure [23. Probability (percentage) that a hurri cane (winds e'lCceeding 73 mph) or great hurricane (winds in 
excess ur 125 mph) will occur in anyone year in a 50-mi le segment of COClst line (Simpson and Lawrence 
1971) • 

E65 



E66 

A = nr2 5 2 
= 3. 14 (.:::1-'.:. 6"--,,x"'2=-10,,-..!!!m ) 

Hurricane energy/m2 equals: 

9.6 x 1015 Cal/day 
2 x 1010 m2 

Using an average forward velocity of 100 miles/ 
day for average 100-mile-d~ameter hurricanes 
yields approximately 5 x 10 Cal/m2 per hur­
ricane = eh' 

Flood enerqy. Flood energy is calculated from 
the gravitational potential energy of runoff, 
assuming 1% of the rainfall is involved in flood 
events. The elevation for the study site is 
acquired from Fig. Ell and the mean annual rain­
fall from Fig. E9. The potential flood energy 
is calculated from equation 24. 

where, 

Ef 
P 
p 

p 
g 
h 

= 
= 
= 

= 
= 
= 

average flood energy, Cal/m2'yr; 
annual rainfall, cm/yr (Fig. E9); 
percentage of rainfall involved in 
flood events, 1% is assum~d; 
density of water = 1 g/cm ; 
acceleration of gravity = 980 cm/s 2; 
average height of land, m (Fig. Ell). 

Figure E24 shows the areas of seasonal flooding 
in the United States. 

22. Energy in Species Inflow 

Using Table E26, estimate the approximate quan­
tity of DNA per species propagule. The value of 
Calor ies of DNA per speices propagule may be 
estimated by assuming 1 g DNA = 5 Cal as shown 
in Table E26, column 3. 

Table E26. Approximate quantity of DNA per species propa­
gule (Canoy 1972). 

Category mg DNA/propagulea Cal/propaguleb 

( 1 ) (2) (3) 

Algae 6.5 x 10- 7 3.25 x 10-9 

Microscopic 
10-4 10-6 invertebrates 6.5 x 3.25 x 

Vascular plant 
10-5 10- 7 seeds 5 x 2.50 x 

1 nseets 6.5 x 10- 2 3.25 x 10-4 

Vertebrates 100 0.50 

aV~lues are calculated from estimated average propa9u1e 
SIZe and DNA content of 50, 5 or 0.5 mg DNA/g dry · welght 

brar microorganisms, consumers, and plants, respectively. 
Values of Calories are estimated by assuming 1 9 DNA = 5 
Cal. 

23. Human Exchange 

F or systems having a component of human act! v­
ity, estimate actual energy of human service at 
2500 Cal/person·day. For systems that have a 
f lux of fuels, estimate volumes of fuel flow, 
and using Table [27, convert to Calories. For 
systems that have a flux of goods, estimate 
weights of various basic cormlOdities listed in 
Table E28 and convert to Calories. 
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24. Money Flow 

The actual energy in money is negligible, but 
the embodied energy developing its buy ing power 

Table E27. Calorie contents of fuels used in human activity 
(Merill 1974). 

Alcohol 

Ethanol 
Methanol 

Fuel 

Biog8s (60~ methane) 

Butane 

Coal 

Anthracite 
Bituminous 
Lignite 

Coal coke 

Coal gas 

Crude oil 

Fuel oil 

Gasoline 

Kerosene/diesel fuel 

Lp gas 

Natural gas 

Propane 

Wastes 

Municipal organic refuse 
Paper 
Dry plant biomass 

Wood 

Calorie Content 
per unit 

23 .. 929 
16,877 

160 

775 

3,200 
3,300 
1,688 

3,275 

120 

34,761 

37,431 

36,225 

34,030 

23,929 

264 

600 

1,125 
1,914 
2,015 

1,458 

Unit 

Ib 

Ib 
Ib 

Ib 
ft3 

gal 

gal 

gal 

gal 

gal 
rt 3 

ft3 

Ib 
Ib 
Ib 

lb 

is large. Record the dollar flow per time of 
purchased goods and services and of exports that 
cross the system boundary. Then, with the help 
of Table [4, convert it to the solar equivalent 
Calories embodied in its buying power. In this 
calculation, dollar flow is converted to embod­
ied energy equivalents without calculating the 
actual energy of the money. 

Table [28. Chemical potential energies of representative 
comroodities. 

Commodity 
Potential Energy, 

Cal l ib Footnote 

Cement 

Glass 

Metal (steel) 

Organic 

Food 
Natural fiber 
Paper 
Wood 

P lastie 

20 

1900 

700 

1500 
1500 
1900 
1500 

3000 

a 

b 

c 

b 

d 

8Assumes cement 
one-third sand. 
ible . 

consisting of two-thirds limestone and 
Assumes the free energy uf sand is neglig-

bMerill ( 1974), p. 110. 
cYhe oxidation of 55.85 9 of iron to ferric oxide 

177 g. The potential energy of 1 Ib (454 g) or 
700 Cal/lb. 

dYwo-thirds of fossil fuel. 

25. Potential Energy in Land Uplift 

releases 
steel is 

Potential energy in land uplift is calculated as 
the product of mass, acceleration, and height of 



uplift. Estimate the rate of · uplift from Table 
E29 and the density of land materials from Table 

Table [29 . Estimates of upheaval rates under (a) orogenic, 
(b) isostatic, and (c) epeirogenic conditions 
(based on data from Schumm 1968; Carson and 
Kirkby 1972). 

U~lift/1000 Xr 

Location m ft Source 

(a) Orogenic 

California 4.8-12.6 16-42 Giliuly 1949 
Southern California 3.9-6.0 13-20 Stone 1961 
Japan 0.8-75 3-250 Tsuboi 1933 
Persian Gulf 3.0-9.9 10-33 Lees 1955 

(b) Isostatic 

Fennoscandia 10.8 36 Gutenberg 1941 
Southern Ontario 4.8 16 Gutenberg 1941 

(c) Epeirogenic 0.1-3.6 0.3-12 Cailieux 1952 

E30. Use equation 25 to calculate the flux of 
potential energy against gravity in the supply 
of land to the system. 

where, 

p 

potential energy in land uplift, 
Cal/m2'yr; 

= dens~ty of land materials (Table 
g/cm ; 

(31) , 

g = acceleration of gravity = 980 cm/s2; 
h = rate of uplift (Table E30), cm/yr; 
d = center of gravity of uplifted land, 

0.5(height of uplift) = 0.5 h, em. 

26. Chemical Potential 
Energy of Land Uplift 

Estimate the rate of geologic uplift from Table 
E29 and the density of rock type from Table E30. 
Read the Gibbs free energy of land components 
from Table E31 and use equation 26 to find the 
heat equivalents of chemical potential energy of 
land uplift. 

where, 

Fu = chemical potential energy 
uplift, Cal/m2'yr; 

of land 

p = dens~ty of land materials (T able E30), 
g/cm ; 

h = rate of geologic uplift (Table E29), 
cm/yr; 

Gf = Gibbs free energy of land components 
(Table E31), . Cal/g. 

Example for calculating the chemical potential 
energy of land uplift. 

The density of granite = 2.61 g/cm3, the aver­
age land uplift = 3.6 cm/IOOO yr, or 3.6 x 
10-3 cm/yr, and the Gibbs free energy of 
granite = 0.012 Cal/g. The chemical potential 
energy of land uplift is estimated as 

Fu = (2.61 g/cm3)(3.6 x 10-3 cm/yr) 
(0.012 Cal/g)(104 cm2/m2) 

= 1.13 Cal/m2'yr. 
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Table DO. Representative strength parameters for some rocks (Statham 1977). 

Intact Rock 
Rock with Discontinuities 

Sc Hc 
Compressive Critical Height c' 

Unit Weight StI"ength, of Vertical Cliff, Cohesion , Critical Height· 
Rock Type g/cm3 kg/cm2 m kg/cm2 Degrees m 

Granite 2.614 1,000-2,500 4,000-10,000 1-3 30-50 12-65 

Sandstone 1.950 200-1,700 1,000-9,000 0.5-1.5 30-45 9-40 

Shale 2.400 100-1,000 400-4,000 0.2-1.0 27-45 4-20 

Limestone 3.169 300-2,500 900-8,000 0.25-1.0 30-50 5-25 

Quartzite 2.614 1,500- 3 ,000 6,000-11,000 1-3 30-50 12-65 

*Based on Culmann method, assuming material behaves as isotropic continuum of discontinuities and assuming tension crack 
develops. 



Step IV. Evaluate Long-Term Storages 

Storages with time constants longer than a 
year are included in the main diagram Fig. E2. 
Evaluation of actual energy is done by multiply­
ing Calories per unit by the number of units . 
Use the format given in Table E5. 

Table E31 . Chemical potential energy of components of land 
(Gilliland et a1. 197B). 

Estimated 
Land Formation Time , Heat Equivalent,· 

Component g/m2 ·yr Cal / g of rock 

Granite 0.692 0.012 

Ba salt 0.795 0.041 

Shale 1.909 0.024 

Limestone 1 . 672 0.146 

Sandstone NA 0.012 

*Gibbs free energy between rock and its weathered state 
after reacting with rainwater. 

Storages of solar energy, heat, wind, and water 
are short term and are shown on the diagram as 
small storage symbols. These are not evaluated 
since they are small relative to their inflows, 

.which were calculated above. Storages evaluated 
below are keyed to Fig. E2 by capital letters. 

A. Energy Stored in Dominant Biomass 

Use representative data of biomass and energy 
content for each type of forest land from Table 

E32. Multiply the energy content of wood bio­
mass per unit area by the area of each type of 
forest land as shown in Fig. E25 (or from local 
data) to obtain the energy stored in dominant 
biomass. 

B. Energy Stored in Soil 

Soil energy storage is measured here as the 
chemical potential of the organic matter in 
soil. Identify the soil type of your study area 
from the soil map in Fig. E26, and obtain the 
average soil nitrogen content from Table E33. 
Use equation 27 or 28 to calculate the actual 
heat energy storage of soil. 

Cal/m2 (27) 

where, 

Es = energy stored in soil, Cal/m2; 
K = an empirical constant = 5.4 Cal/g 

organic matter (Regan 1977); 
o = organic matter content of soil 

= 20 x N; 
N = soil nitrogen content, g/m2 (Table 

E33; divide grams per hectare by 104 
m2/ha.) 

where, 

K = an empirical constant; 
R = ratio of organic weight to total 

weight; 
B = bulk density of soil, g/m3; 
D = depth of soil, m (Table E33). 

(28) 
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Table E32. Energy in wood biomass on an areal basis. 

Forest Type 

Slash p~ne plantation 
Slash plne plantation 
Loblolly pine plantation 
Loblolly pine plantation 
Loblolly pine plantation 
Loblolly pine plantation 
Loblolly pine plantation 
Northern pine-oak 
Old-field pine stand 
Oak-pine-hazel 
Oak-pine 
Oak-pine 

Spruce-fir 

Pine f latwood 

Moist 

Oak-hickory 
Post oak-black jack oak 

Marginal fern 
Cove forest 

Mixed oak-hickory 
Liriodendron forest 

Wet 

White cedar swamp 
Cypress strand 
Cypress rome 
Cypress dome 
Scrub cypress 
Cypress floodplain forest 
Bottomland hardwood forest 
Cypress tupelo glJTl 
Cypress swamp 
Red mangrove 
Black mangrove 
White mangrove 

Age, yr 

5-6 
7-8 
5-6 
7-8 

9 
10-11 

12 
mixed 

17 
mixed 
45-58 
mixed 

mixed 

mixed 

mixed 
mb:ed 

mixed 
mixed 

mixed 
mixed 

mixed 
mixed 

)100 
50 

100 
mixed 
mixed 
mixed 
mixed 
mixed 
mixed 
mixed 

Location 

North Carolina 
North Caro lina 
North Carolina 
North Carolina 
North Carolina 
North Carolina 
North Carolina 
Minnesota 
Virginia 
Minnesota 
Minnesota 
New York 

Smokey Mountains 

North-central Florida 

Missouri 
Oklahoma 

Minnesota 
Smokey Mountains 

Georgia 
Tennessee 

Minnesota 
South F lor ida 
Florida 
Florida 
South Flor ida 
North-central Florida 
Louisiana 
Louisiana 
Georgia 
South F lor ida 
South Florida 
South Florida 

E72 *Calculated by multiplying wood biumass numbers by 4.5 Cal/g. 

Wood Biomass, 
kg/m2 

0.40 
1.79 
0.33 
0.34 
1.28 
5. 35 
7. 39 

12.08 
6.64 
3.03 

16.11 
5.96 

34.88 

6.2 

10.13 
17.44 

9.41 
49.59 

13.79 
6.79 

15.12 
17 . 0 
21.2 
17.0 

2.4 
28.1 
16.5 
37.2 
29.8 
O.OJ 
0.009 
0.08 

Energy Content * 
of Wood BiOOlass, 

104 cal/m2 

0.2 
0.8 
0.1 
0.2 
0.6 
2.4 
3.3 
5.4 
3.0 
1.4 
7.2 
2.7 

14.3 

2.8 

4. 6 
7.8 

4.2 
22.3 

6.2 
3.1 

6. 8 
7.7 
9.5 
7.7 
1.1 

12.6 
7.4 

16.7 
13.4 
0.01 
0.004 
0. 04 

Source 

Nemeth 1973 
Nemeth 1973 
Nemeth 1973 
Nemeth 1973 
Nemeth 1973 
Nemeth 1973 
Nemeth 1973 
Reiners 1972 
Madgwick 1968 
Ovington et a1. 1963 
Ovington et al. 1963 
Whittaker and Wood-

well 1971 
Whittaker and Wood­

well 1971 
t-bod pers. COOlll. 

Rochow 1974 
Johnson and Risse 

1974 
Reiners 1972 
Whittaker and Wood­

well 1971 
Monk et al . 1970 
Reichle et a!. 197Ja 

Reiners 1972 
Burns 1978 
Brown 1978 
Brown 1978 
Brown 1978 
Brown 1978 
Connors 1975 
Connors 1975 
Schlesinger 1976 
Stanford 1976 
Stanford 1976 
Stanford 1976 
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(WESTERN PINE FOREST) 
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JACK, REO. AN) WHITE PINES ':~·;'-·-::l5 ... .;., .. ~·~·;~ 

IH.E. PINE FOREST) ~ .J ~ .. :< ..... 1·' ,-:1 

·'"'i~:-"'''::;=i~-H'''LOCK--------------1llllllllllllllllllllllilllllilllllilllllmnllIII 
OAK (5. HAADWOCO fOREST) 

Oak-Hlc~". ___ _____________ -, 

0··-1',·'-:.:===---- ------====:---11:2: ':2;,~;,~: ~,;;::;,;~,;, 1 
CYPRfSS-TUf'ELO-SWEETGlJoI _____________ ~~~~~~~~ 

(RIVER BOTTG4 FOREST) ~ 

LONGLEAf-lOBLOLl Y-Sl,ASH P'NE __________________ ~-~-2-~' 'Z-~--¥1·~'-~-a:1 
(5.E. PU£ FOREST) ;:;:::::!f::::1 

MAHGROVE (SUI3TROPICAL fORESTlI ____ ________ , 



Figure [25. Forest vegetation map of the United States (from USDA 1949 ) . 
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Figure E26 . Map showing the distribution of six U. S. soil types (adapted from Hunt 1972 ) . 



Example for computing energy stored in soil: 

The soil type in the southeastern United States 
is classified as Red and Yellow soils (Fig. 
E26). The nitrogen content is 4.47 x 106 

g/ha, or 4.47 x 102 g/m2 , and the soil depth 
is 1. 07 m (Table E33). The organic matter in 

Table [33. Average nitrogen value, soil depth, and area of 
six U.S. soil types (Hunt 1972). 

Nitrogen, Depth, Area 
Soil Type 106 g/ha m lOB ha 

Red and Yellow 4.47 1.07 1.13 

Gray Brown Podzol 7.16 0.76 1. 21 

Prairie and Reddish 
Prairie 16.BO 0.91 0.66 

Chernozem and 
Chernozem-like 17.94 0.91 0.56 

Chestnut and Reddish 
Chestnut 11 . 9B 0.91 0.69 

Brown and Reddish Brown B.97 0.91 0.51 

Not estimated 2.9J 

soils is 8.94 x 103 g/m2 , and the total sOi, 
weight per unit area is 1.47 x 106 g/m 
times 1. 07 m, or 1. 57 x 106 g/m2 • Thus, the 
ratio of weight of organic ~atter to the tota~ 
sOi~ weight is 8.94 x 10 g/m2/1.57 x 10 
g/m, or 5.69 x 10-3. The chemical poten­
tial energy of the organic matter in soil (in 
heat equivalents) is estimated as 

Es = K·R·B·D 
= (5.4 Cal/g~(5.6~ x 10-3 ) 

(1.47 x l~ g/m i(1.07 m) 
= 4.83 x 10 Cal/m. 

The total area of Red and Yellow soils in the 
S~utheast is 1.13 x lOB ha, or 1.13 x 1012 

m (from Table (3). The total energy storeg 
in t~e Red and Yellow s£ils is 4.83 x 10 
Cal/m times 1.13 x 10 2 m2 , or 5.46 x 
1016 Cal. 

C. Energy in Information in Species 

To estimate the energy in Calories stored in 
high-quality diversity and information, estimate 
the energy in the DNA of species with help from 
the data in Table E26 and multiply by the number 
of species. Table 04 representS the species 

Table £34. Representative data of species flux rates for 
various general groups of organisms. 

Category Measured Species flux Source 

Algae 46 species/6.25 x 10-4 m2/4 d Patrick 1967 

Microscopic 
invertebrat es 180 species/O. 113 m2/12 d 

Vascular plant 
seeds 2.B species/O.BJ m2/14 d 

Insecls JO species/l00 m2/120 d 

Vertebrates 30 species/50 km2/37 yr 

Maguire 1970 

Wagner 1965 

Wilson 1969 

Hesse et al. 
1957 
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flux rate for various general groups of organ­
isms. 

D. Energy Stored in Urban Structure 

To calculate the chemical potential energy 
stored in urban structure, evaluate the area 
affected as to type of land use and determine 
from Table 05 the weight of different mater­
ials. Then, use Tables E27 and E2B for energy 
per pound of human assets, multiply weights of 
individual materials by the appropriate chemical 
potential energy factor. The value thus ob­
tained is the chemical potential energy stored 
in urban structure. 

The potential energy due to elevation is ob­
tained by using the numbers in the last column 
of Table 06 that apply to the particular land 
use type being calculated. 

The values given in Tables E35 and E36 are cal­
culated based on representative land use types. 
If areas to be evaluated differ significantly 
from the land uses given in the tables, suffic­
ient data are given in the footnotes to Table 
E35 to calculate more representative values. 
A map of the urban structure is given in Fig. 
E27 • 

E. Potential Energy in Uplifted Land 

Estimate the land elevation above mean sea level 
from Fig. Ell. Find the density of the land 
materials from Table E30, and use equation 29 to 
calculate the potential energy in uplifted 
land. 

where, 

E~ = 

p = 

g = 
h = 

Cal/m2 (29) 

poten~ial energy in uplifted land, 
Cal/m ; 
dens~ty of land materials (Table E29), 
g/cm ; 
acceleration of gravity = 9BO cm/s2; 
land elevation above mean sea level, 
m. 

F. Chemical Potential 
Energy in Base Rocks 

From the map in Fig. E2B or loc"al data determine 
base rock class. Find the land elevation from 
Fig. Ell and rock density from Table E30. Read 
the free energy per unit rock from Table 01, 
and use equation 30 to obtain the storage of 
chemical potential energy per unit area. 

where, 

Er 

p 

h 

Gf 

= 

= 

= 

= 

Cal/m2 (30) 

chemical po~ential energy in base 
rock, Cal/m ; 
dens~ty of land materials (Table E30), 
g/cm ; 
average land elevation, m, (distance 
above plane of elevation defined as 
the lower boundard of the system); 
Gibbs free energy of land components 
(Table E31), Cal/g. 



Table [35. Weights of assets of ruman ac tivitya (Brown 1900). 

Roadd, 
Buildingsb , Miscellaneous AssetsC , 103 lb/acre 
103 lb/acre 103 lb/acre 

SubBase 
Wood Concrete Organic, 7~ Metal, 25~ Plastic, 5% Asphalt (rock) 

Single-Family Residential 

Low Densitye 260 680 16 6 1 68 243 
Medium Density f 410 1,060 25 9 2 100 32} 

Multi-Family Residential 

Low Riseg 1,250 3,040 77 28 6 258 929 
High Riseh 7,940 196 70 14 278 1,000 

Corrmerical i 3,380 63 2J 5 410 1,476 

Industrial j 2,830 119 43 9 357 1,285 

Central Business Districtk 

Average height 2 stories 7,480 182 65 13 }11 1,120 
Average height 6 stories 22, IDO 546 195 39 311 1,120 

8Given in Table [35. are representative weights of assets per acre for types of urban land uses. They are given on an acre 
basis for easy calculation. If the actual areas affected by the proposed project are substantially different, multipliers may 
be derived from data given. 

bWeight of buildings is calculated by assuming weights for one-story wood and concrete structures as 70 Ib/sq ft and 180 
Ib/sq ft, respectively. Residential buildings greater than two stories are calculated by assuming weights of 65 lb/sq ft and 
170 lb/sq ft for wood and concrete structures. Commercial and industrial structure is calculated by assuming a weight of 225 
lb/sq Ft; and central business district weights are calculated by assuming 170 Ib/sq Ft. 

cHiscellaneous assets are defined as furnishings, machinery, and other goods stored within the structure. Weights were cal­
culated by assuming that those assets occupied approximately 30~ of the floor area of the building; and weigh 20 lb/sq ft of 
occupied space . Composition of miscellaneous assets was assumed to be 70~ organic (wood, cloth, etc.), 25~ metal, and 5% 

dPlast ic. 
The area of roads and other impervious surfaces was measured from ~erial photographs of typical urban sys t ems . Areas were 
multiplied by 15 lb/sq ft to obtain gross weight per acre of asphalt, anj by 54 Ib/sq rt to obtain gross weight per acre of 
rock subbase. 

eLow-density single-family residential is defined as two units per acre. Area of build~ngs per acre is based on studies of 
Florida residential systems bY3Alexander et a1. (1976) where low density had 3 .77 x 10 sq ft/acre of structure. Area of 
roads was measured as 4.5 x 10 sq ft/acre. 

fMedium-density single-family residential is defined CIS three units per ocre . Area of buildi~gs per acre i s based on studies 
of Florida residential systems by ,lexander et al. (1976) where medium density had 5.91 x 10 sq ft/acre of structure. Area 
of roads was measured as 6.72 x 10 sq ft/acre. 
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~ow-rise rulti-family residential is refined as two stories high with 15 units per acre. Area of buildings per acreJis 
based on studies of Florida residential systems by Alexander et al. (1976) where low-rise mu!ti-family had 17.9 x 10 sq 
ftlacre of structure. Area of roads and other impervious surfaces was measured as 17.2 x 10 sq ft/acre. 

hHigh-rise fll .. llti-family residential is defined as six stories high with 40 units per acre. Area of buildings per acre is 
based on studies of Florida residential systems by Alexander et al. (1976) where high-rise ~lti-family had 46.7 x 10J sq 

, ft/acre of structure. Area of roads and other impervious surfaces was measured as 18.5 x 10 sq ft/acre. 
lCommercial systems are defined as commercial strip revelopments and commercial malls. Area of buildings eJr acre is based 
on studies of florida commercial systems by Brown and Genova (1973) where commerc~al systems had 15.0 x 10 sq ft/acre of 

.. structure. Area of roads WId other impervious surfaces was measured as 27.3 x 10 sq ft/acre. 
Jlndustrial system values are representative Florida industrial systems that in many instances are less intensiv3 than other' 
areas. Area of structure is based on studies by Brown and Genova (1973) wher5 industrial systems had 17~0 x 10 sq ft/acre 
of structure, and roads and other impervious surfaces were measured 23.8 x 10 sq ft/aere . 

kCentral business district. Two values are given: the first "rklere the average height of the CSO is two stories, and the 
second where the average height is six stories., These values are based on representative Florida CBDs, whim in 
are less intensive than other areBS (coverage 0) buildings is approximately 50%) (see Brown a~d Genova [1973J). 
structure for CBDs of two stories was 44.0 x 10 sq ft/~cre; and for six-story CBDs, 130 x 10 sq ft/acre. Area 
and other impervious surfaces was measured as 20.7 x 10 sq ft/acre for both types of CBDs. 

many cases 
Floor area of 
of roads 



G. Physical Potential 
Energy in Land Form 

The physical potential energy in land form is 
in depressions and elevations of the land sur­
face. For elevated land forms use item E. The 
potential energy in depressions and valleys is 
equivalent to the potential energy against grav-

Table [36. Gravitational potential energy due to elevation 
of urban structure. 

Single-family 
Residential 

Low Density 
Medium Density 

Multi-family 
Residential 

Low Rise 
High Rise 

Commercial 

Indust rial 

Central Bus iness 
Dist r ict 

Averi:Jge height 
2 stories 

Average height 
6 stories 

Weight per 
Acre 

103 lbs 

963 
1,506 

4,401 
8,220 

3,471 

4,001 

7,740 

22,880 

Average 
Height, 

ft 

5 
5 

12 
36 

8 

8 

12 

36 

*Calculated using the equation PE = mgh. 

Total 
Gravitational 

Potential 
Energy,* 

103 Cal/acre 

1.6 
2.4 

17.1 
95.9 

9.0 

10. 4 

30.1 

266.9 

ity of the materials that formerly occupied the 
area. To find this value, estimate the volume 
of depressions and calculate energy as in item 
E. 

Step V. Determine Embodied 
Energy Flows and Storages 

A solar energy transformation ratio is defined 
as the Calories of sunlight required to generate 
I Calorie of the energy flow of concern. Using 
the tables of solar energy transformation ratios 
in Table El, multiply energy flows and storages 
that were written in formats of Table E4 and E5 
by energy transformation ratios to express them 
as embodied solar energy. These are now expres­
sed in units of solar Calories. These numbers, 
tabulated in the format of Table E4 and E5, may 
be written on the energy diagram of the system 
also. 

The energy embodied in each flow in the same 
quality of energy (solar Calories) allows each 
flow to be compared for its relati ve importance 
in the sense of the energy required to replace 
it. If surviving systems are those that use 
high-energy-costing flows for interactions that 
have appropriately high amplifier actions, then 
the energy evaluation are one kind of measure of 
value. 

Step VI. Estimate Dollar Eguivalents 

As indicated in Figs. E3 and E29 the work pro­
cesses of the environment are responsible for 
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Figure [27. Areas of major urban structure concentration (based 011 Standard Metropolitan Statistical Areas) (from 
USOC 1977). 



E84 

SEOENTNtY Cl"POS ITS 

Cia.,. trOll 6_pl.,. .... th ... ed .... II-conloOlld.ted' ______________ -lZ~]!2Z;~~ 1·;····;·:····1 ::::_ta,-.,. end IMopl.,. .... th.red O'OlcanlC:;":::'j'.:.,' .. : 

Otll.,. 

Sand, silt, end clay 'rOlfl cI .. "ly .... tt1.,.ed~.-----llHt1HHHHJ1Ht1il~llllll!l!Illlll!llll poorly COI!$Ol ldahd sed I ..... , .. .,. roo!k.s ~ 

E"lIlX)I'"l t.s. c~Ic:.1 preclp lt-etu at wit pan~''-------------{::::::::::::::::::::J 
ITr ....... tll'l. and calle"- depos'ts ftIo $0'011 11 
TO t. shown) . 

P • • t .,6 otl'l .... 5W_p and bog d.po5Its--------~~~~~~~~ 

Cl ink.,.. bek.t sl'l,l, and undsto~ '''(JII bu,.nrng----~~~~~~~--1€~hJlb!'EJ~m:s~ 
ot I lgn lt. bids -,- - --

TAANSPORfm OEPOS ITS 

GIKI, ' 

Glacl., drlf1", .... .,~ Till pl.ln ,,'ttI _aln,' rldgU~~ 
Olscontlnuous 6,-1 tt hi hil ls and nlillYS, locelly thick -;~~~~~~--if;.]- :~~;'~'~""':' t'~;'1Li·~:.,.~;8;..:1 ['c-P'; ~'c ''''-% 
HoI.!nt.'n gleele' d'poS'ts-------------_ 

..... 
e.ds ot I,t. PI,lstocene ",,,.--------------------IIItl!lll 

EollO<1 

Loess. "lnd-4eposl ted ,II t::;-:::===::::::::::::=::::l~:~!~.~.~·~·~·~·~·;·~I __ ~ ._. ,ttt·t·" 
Wlnd-d.poslhd und (p.rtlall". 

Str_ 

Atll/vlo_, d.poslh III floodpl.lns (p .... ,.I.II". shO .. IlI--f.:.:~.~·I\:~:!:·;~:~ 
V.lle". , III, targ.t". SlInd .nd g"'lIv.' .Ioplllg to dry ---==.::.:=:....---[ ... [-.. [,,~!_.~ .. ['.' ,I.·-~ .. -.. i .... ·~ .. -:J',J·.-.. ] .. I 

I.k. bHs (-..rI". .. 11'1'1 wit p.Jns) or .lll/vl.1 bQ1'1'OOIIS • • • ' . 

A vvl.ty of 6eposl"" 1II0stl". stOll". ,"d tIllll-----j[[[[[::::J 

M4 ... 1,.. .lId lIUor.1 

ColISt.I, ooos1'l". wnd". ~ si lty, SO'II. '1 ... s1'O ... ,-------------iSli511GD 
(Inell/d" ... rlne , d.lt.le, .s'I/ ... ln., .nd r~~~~·: ... ~~~~~~\"(.j 
flll .... tll.deposlts) • -

"~, t ...•.• . 1 ....... . 

S11l1d .. "' •• " bar. rock 1·" "~·=·:==========~~~ijiij--1f2-~o~=~.~::::;:-~· .~:=~~'::-Jj 
Sh.I., S ... dsto ... o""'c ... ops_ I:~--$~A 

Volc.nle 

... --------------EE::;:;;:~;;:::::;~;::::3:l 



figure [2B. Basic rock types of the United States (from Hunt 1967). 
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Figure [29. Diagram showing oollar circulation as part of gross national product (GNP) due to externalities of the envir orwenl. COlla r 
equivalents (X) may be estimated usirg the proportion ShO WI I. The ratios of GNP/S for different years are given in Fig. [4. 
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part of the buying power of the dollars circula­
ting in the gross national product (GNP). With 
all energies driving the economy represented as 
solar equivalents, the proportion due to a par­
ticular environmental flow or storage may be es~ 
timated by proportion as shown in Fig. E29. The 
embodied energy of the environmental value of 
concern is to the total environmental energy 
flow as the dollar equivalent of the environmen­
tal resources is to the total energy basis of 
the economy . The ratio of embodied solar energy 
to dollars is given in Fig. E4 and Table 
E2. 

Attracted Matching Energies 

An environmental resource has a greater effect 
on the economy than its own share of the total 
energy budget of the economy. Because of the 
matching requirement of high-quality energy 
interacting with lower quality energy (Fig. E3). 
An environmental resource makes possible good 
utilization of high-quality energies that feed 
back through the economy ultimately from other 
sources. On the average in the United States, 
the ratio of high-quality matching energies 
interacting with renewable solar-based energies 
on a regional scale is about 3:1. Therefore an 
environmental resource's ultimate e~fect on the 
economy is 4 times its proportion of the econ­
omy. This is because the United States receives 
three-fourths of its solar equivalent energies 
from moderately high-quality fuels from the past 
that feed back as a matching interaction with 
the one-forth more dilute environmental ener­
gies. 

To estimate attracted matching energy and dol­
lars multiply the dollar equivalents calculated 
in the previous procedure (VI) by 4 (within the 
United States) to obtain maximum dollar impact. 

This calculation is useful for determining a 
local area's environmental value's potential for 
attracting other energies and monies. These 
activities are also possible in the more distant 
city where the interaction of environmental 
products with fuel energies may actually occur. 
The ratio to be used differs for other countries 
where the ratio of environmental energies to 
attracted energies is different. Over the world 
the usual ratio of attracted high-quality ener­
gies (in solar equivalents) to local environmen­
tal values (in solar equivalents) is only 0.3:1. 

Whatever the size of the system being analyzed, 
there is always a larger one that is in energy 
exchange with the one being studied. Decisions 
about the study area often depend upon its role 
in the next larger system and the larger sur­
rounding economy. The procedure for, estimating 
matching energy given in the paragraphs above is 
a way of estimating energy and dollar value in 
the next larger realm. 

Step VII. Estimate Changes 

I f evaluating changes is desirable, select the 
pathways that will have changed energy flows and 
the storages that will be used up. Evaluate the 
energies, embodied energies, and dollar equi va­
lents of these changes in the same procedures 
given in steps I-VII. 
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Whereas the procedures given in Steps I-VII es­
timate energies and dollar equivalents for any 
storage or flow that may be important in a sys­
tem, many energy analyses do not require total 
energy evaluation. Evaluation of expected or 
observed changes is sufficient to determine 
impacts or alternatives. For siting a power 
plant, for example, where the decision and jus­
t if ication of the plant have already been made, 
only the changes in environmental value are 
necessary to determine the impacts and the way 
they differ with alternative sites and means of 
cooling, etc. 



EXAMPLE OF EVALUATION OF MAIN ENERGY 
FLOWS--AN AGRICULTURAL AREA WITH A 

POWER PLANT AT LASALLE, ILLINOIS 

Flora C. Wang 

The long procedure for evaluating environmen­
tal energy flows and storages given in the pre­
v ious sections was applied to an agricultural 
area producing corn, LaSalle County, Illinois. 
Results are given here. The LaSalle area was 
analyzed because the environmental system of 
energy flows and storages was calculated as part 
of evaluating cooling alternatives when the 
power plant was constructed. 

The procedure used for evaluating the environ­
mental flows is given in Table E3. An energy 
diagram for agricultural land is shown in Fig. 
E30. Main flows and storages are identified by 
numbers and letters in Fig. E30. Tables E37 and 
E38 summarize the values of energy flows and 
storages. Their detailed computations are 
explained in the footnotes to the tables. On a 
per unit area basis, the total flows of man and 
nature of the agricultural land as expressed in 
embodied sol~r energy amount to 1.48 x 109 

solar Callm 'yr; and the embodied solar 
energy stored in the combined system of man and 
nature is equal to 3.60 x 1017 solar 
Cal/m2 • 

SUMMARY 

The procedures described here evaluate the 
environmental energy storages and flows in any 
selected area in actual Calories, then in embod­
ied energies, and then in dollar equivalents. 
The procedure evaluates energy flows and stor­
ages or the changes in these due to a project. 

This manual of energy analysis of environmental 
values may be. used in many ways: for impact 
analysis, for choosing between alternative 
sites, for chosing between alternative public 
policies, for determining if a project should be 
done, and to help determine what will be econom­
ical, etc. The guiding principle in selecting 
alternatives is to select one with maximum use­
ful power, the least wasteful energy diversion, 
and thus the one contributing most to a vital 
economy of man and nature. 
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Table E37 . Energy evaluation of environmental flows of an agricultural area. 

flows 
(Numbers 

in Fig. DO) Name of Item 
Heat Equivalents, 

Cal/m2 ·yr 

Transformation 
Ratio, 

Solar Cal/Cal 

Solar 
Equivalents 

Solar Cal/m2·yr footnote 

1 
2 
3 
4 
5 
6 
7 
8 
9 

lOa 
lOb 
11 
12 
13 
14 

15 

16a 
16b 
17a 
17b 
18 
18a 
18b 
18c 
18d 
19 
20 

Sunlight 
Wind 
Vertical heat exchange 
Horizontal heat advection 
Vertical vapor exchange 
Horizontal vapor advection 
Rain kinetic energy 
Rain gravitational energy 
Rain chemical potential over land 
Rain chemical potential of nitrogen 
Rain chemical potential of phosphorus 
Rain chemical potential of acid 
Stream physical energy 
Stream chemical potential of water 
Strean chemical potential energy 

in sediments 
Stream phys~al potential energy 

in materials 
Catastrophic energy in earthquake 
Catastrophic energy in tornado 
fuels (gasoline) 
Electricity 
Goods and Serv ices 

Fertilizer 
MaChinery 
Labor 
Commodity 

Land ,-"lift potential energy · 
Land uplift chemical potential energy 

6 1.01 x 10
3 6.83 x 10
6 1.86 x 10
6 3.03 x 10
5 2. 34 x 10
5 2.19xl0 

6.43 
1.49 x 102 

1.05 x 103 

0.85 x 10- 3 
0 . 16 x 10- 3 
2.13 x 10-2 
3.43 
0.52 

2.60 

1.69 x 10- 3 

4.00 x 10- 2 
1.07 x 10- 2 

1.97 x 102 

7.65 x 101 

4.15 x 102 

1.04 x 102 

1. 21 
0.60 x 102 

2.31 x 10-9 

1. 19 

1.0 
56.7 
12.9 
5.3 

55.9 
55.9 5 

2.38 x 10 
4.0 x 103 

6.9 x 103 

2.91 x 109 

2.61 ' x 1010 

1.09 x 109 

1.06x104 

3.57 x 104 

0.88 x 106 

2.33 x 
3.98 x 
2.61 x 
1. 1 5 x 
Z.72 x 

1. 99 x 
6.8 x 
8.87 x 
6. 7 
1.5 
4.03 

6 1.01 x 10
5 3.87 x 10
7 2 . 40 x 10 

1.61 x 107 

13.1 x 106 

12.2 x 106 

1.53 x 106 

5.96 x 105 
7.25 x 106 

2 . 46 x 106 

4.18 x 106 

23.2 x 107 

3.64 x 104 

1. 86 x 104 

2.29 x 106 

0.39 x 105 
5 1.59 x 10
8 2.79 x 10
6 2.24 x 10
6 2.08 x 10 

8.26 x 108 

7.07 x 105 
1.07 x 106 

4.02 x 106 

3. 47 x 103 

4.80 x 107 

lSunlight: Representative value of solar radiation (5) for Illinois from Table [6j 5 = 1.01 x 106 Cal/m2·yr. 

1 
2 
3 
4 
5 
6 
7 
8 
9 

lOa 
lOb 
11 
12 
13 

14 

15 
16a 
16b 
17a 
17b 

18a 
18b ' 
18c 
18d 
19 
20 

2Wind : Average value of WInter and summer eddy dlffusion coefficients (Km) and wind velocity gradient (du/dZ) for Peoria, 
IllInois, from Table [7 and E8: ~ = 27.7 m2/s in January, 1 . 78 m2/s in July; du/dZ = 7.28 x 10- 3/5 in January, 
1.70 x 10- 3 in Jul~. Average value of Km(du/dZ)2 = 0 . 5[(27.7)(7.28 x 10- 3 )2 + (1.78)(1.70 x 10- 3 )2] 

= 7.37 x 10-4 m2/s. Turbulent kinetic energy: Pm = Zb P Km(du/dZl 2 = (1000 m)(1.23 kg/m3)(7.37 x 10-4 m2/s3) 
(7534 Cal/yr·watt) = 6. 83 x 103 Cal/m2 ·yr. 

3Vertical heat exchange: Average value of winter and summer eddy diffus Ion coefficlents, Kh, and potential temperature 
gradients, de/dZ, for Peoria, Illinois, from Table E7 and E9: Kh = 38.78 m2/s in January, 2.49 m2/s in July; dB/dZ 
= 9.84 x 10- 3 'K/m in January, 7.72 x 10- 3 'K/m in July . Average value of Kh (d8/dZ) = 0.5(38.78)(9.84 x 10- 3 ) 
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+ (2.49)(7.72 x 10- 3») = 200.41 x 10- 3 °K·m/s. Turbulent heat flux: ~ = Cp p Kh(d8/dZ) = (0.24 Cal/kg·oK) 
(1.23 kg/m3) (200.41 x 10-3o K·m/s) = (59.16 x 10-3 Cal/m2·s)(3. 15 x 10 s/yr) = 1.86 x 106 Cal/m2·yr. 

4Horizontal heat advection: Average horizontal temperature gradient, dT/dX, in the direction of local prevailing wind, u, 
for the LaSalle County Station (LSCS) is obtained from Table 2.3-1 (CEC 1977). LSCS average temperature = 58.9°, = 
14.94°C = 287.94°K. Argonne average temperature:: 5S.6 D r:: 13.11°C:: 286.11°K. Temperature difference, dT, = 1.83°K. 
ANL is located about 43 miles northeast of LSCS site, that is, horizontal distance dX = 43 miles:: 68.8 km. Temperature 
gradient dT/dX = 1.83°K/68.8 km = 2.66 x 10-5o K/m . 'rom 'ig. 2.3-2 (CEC 1977), northeast prevailing wind speed ul 
at 33-foot (10-m) levels equals ul = 7.0 m/s. At the half height of the boundary layer, the wind velocity is u = u2 
= ul(Z/Zl)1/7 = (7.0 m/s)(500 m/l0 m)1/7 = 12.24 m/s . Horizontal transport of heat: 'y = Cpp Zb(dT/dX)u 
= (0.24 Cal/kg·oK)(1.23 kg/m3) (1000 m)(2.66 x 10- 5oK/m)(12.24 m/s) = (9.61 x 10-2 Cal/m2·s)(3.15 x 107 s/yr) 
= 3.03 x 106 Cal/m2·yr. 

5Vertical heat exchange: Average value of winter and surrme r eddy diffusion coefricl.ent, Kw' and vapor pressure gradients, 
de/dZ, for Peoria, Illinois, from Tables E7 and E1O : Kw = 38.78 m2/s in January, 2.49 m2/s in July. Kw = 0.5(38 . 78 + 
2.50) = 20.64 m2/s . de/dZ = 3.98 mb in January, 15. 9 mb in July. Average vapor pressure, e = 0.5(3.98 + 15.9) = 9.94 mb. 
Average gradient of vapor pressure de/dZ = 0.5(13.99 + 49.91) x 10-4 = 31.95 x 10-4 mb/ m. Height of boundary layer 
Zb = 1000 m. d2e/ dZ 2 = d/dZ·de/dZ = 3.195 x 10-6 mb/m2• Air density p = 1.23 kg/m3• Gravitation acceleration 
g = 9.8 m/s2. p g/100 p = (1.23 kg/m3)(9.8 m/s2)/(100)(993 mb) = 1.21 x 10-4/m. Gibbs free energy due to water vapor 
convection: 'g = (2.38 x 1O-2)ZhKw[d2e/dZ2 + 2(pg/l00 p)de/dZ + 2\:lg/100 p)2e )[l +£n(e/p)] = (2.38 x 10-2) 
(1000 m)(20.64 m2/s)[3.195 x 10- 6 + 2(1.21 x 10-4)(3.195 x 10-3) + 2(1.21 ·x 10-4)2(9.94») mb/m2[1 + £n(9.94/993») 
= (4.91 x 102)(4.20 x 10-6)(-3.60) = (0.742 x 10- 2 Cal/ m2·s)(3. 15 x 107 s/yr) = 2.34 x 105 Cal/m2/yr. 

6Horizontal vapor advection: Average' wind velocity, ul i horizontal water vapor gradient, de/dZ; vapor pressure, e; and 
atmospheric pressure, p, near the LSCS site are obtained from figs. E7 and EB and Table El0: ul::: 10 mph ::: 4.44 m/s. 
u = u2 = (Z2/Z1)1/7u1 = (500/1)1/7(4.44) = 10.79 m/s; de = 10.2 mb - 8.4 mb = 1.8 mb; dZ = (150 mile)(1.6 km/mile) 
::: 240 km; de/dZ ::: loB mb/240 km ::: 0.75 x 10- 5 mb /mi e = 9.94 mb; p ::: 993 mb. Gibbs free energy due to water vapor advection: 
'g = (2.38 x 1O-2)Zb[1 +jCn(e/p»)de/dZ·u = (2.38 x 10-2)(1000 m)(l +£n(9.94/993)(0.75 x 10-5 mb/m)(10.79 mig) 
= (6 . 94 x 10-3 Cal/m2·s)(3.15 x 107 s/yr) = 2.19 x 105 Cal/m2·yr. 

7Rain kinetic energy: Precipitation in the LSeS site area averages about 34 inches annually, and the area also receives an 
average of 27 inches of snow annually (CEC 1977) . Assuming the snow flake density is 0.1 g/cm3 (Eagleson 1970), giving 
2.7 inches of rain-equivalent depth, and total rainwater equals 34 + 2.7::: 36.7 inches (93 em). Assuming the average 
drop velocity is 25 rtf. (762 cm/s), then the kinetic energy of rain is: Ke = p(0.5MV2) = (93 cm/yr)0.5(1 g/cm3) (762 
cm/s)2(1002 cm2/m2)(2.38 x 10- 11 Cal/erg) = 6.43 Cal/m2·yr. 

BRain gravitation energy: Elevations range from approximately 710 feet above msl at the site to 484 feet /TISl along the 
Illinois River shoreline (CEC 1977). The difference between receiving and outflow elevation for the site is h ::: 710 -
226 rt = 68.9 m, then the gravitational energy of rain is: Ge = ppgh = (93 cm/yr)(l g/cm 3) (980 cm/s2) (6890 cm) 
(1002 cm2/m2)(2.38 x 10- 11 Cal/erg) = 1.49 x 102 Ca l /m2·y r . 

9Rain chemical potential energy: Average concentration of total dissolved solids in rainfall, C2 ' and average rainfall for 
the site are obtained from Fig . E13 and from the report of cre (1977). C2 = 20 ppm, p::: 93 em/yr. Assuming seawater 
concentration Cl = 35,000 ppm, Gibbs rree energy of rain: 'r = pnRTC2tn(C2/C1) = (0.93 m/yr)[(1.99 x 10- 3 Cal/oK·mole) 
(288°K»)/(18 g/mole){999,980 g/m 3).Qn(999,980/965,OOO) = 1.05 x 103 Cal/m2·yr. 



10aRain chemical potential of nitrogen: Average nitrogen concentration as NO}- and NH4+ in rainfall C2 for the 
site is obtained from Fig. [13. C2 :::; 0.56 ppm. Assuming average nitrogen concentration in seawater C1 ::: 0 . 5 ppm, 
then the chemical potential of nitrogen is: Fn = pnRTCi"n(CZ/C1) = (0.9} m/yr)[(1.99 x 10- 3 Cal/oK·mole) 
(Z88°K)]/(40 g/mole)(0.56 g/m 3)£n(0.56/0.50) = 0.85 x 10-3 Cal/mZ·yr. 

10bRain chemical potential of phosphorus: Average phosphorus concentration P04
3- in rainfall, C3 , for the site is 

obtained from Fig . E15. C3 ::: 0.095 ppm. Assuming average phosphorus concentration in seawater C1 ::: 0. 07 ppm, then 
the chemical potential of phosphorus is: Fp = pnRTc~n(C3/C1) = (0 . 93 m/yr)[(1.99 x 10- 3 Cal/oK·mole)(Z88°K)]/(95 
g/mole)(0.096 g/m 3)£n(0.095/0.07) = 0.16 x 10-3 Cal/mZ·yr. 

l1 Rain memical potential of ocid substance: Average acid substance H+ in rainfall for the site is obtained from Fig . 
E16. Holes of H+ = 40 x 10-6 moles H+/l. Total mole = 55.6 moles HZO/1. Mole fraction XH+ = total mole -
mole of H+/total mole = 55.6 - 40 x 10-6/55.6 = 1. £nXH+ = ~+ - 1 = 40 x 10-6/55.6 = -0.7Z x 10-6• 
Chemical potential of acid: Fa = pnRT(XH+)£nXH+ = (0 . 93 m/yr)[(1.99 x 10-3 Cal/oK·mole)(Z88°K)]/(18 
g/mole)1(106 g/m3)(0.7Z x 10-6) = Z.13 x 10-Z Cal/mZ·yr. 

12stream physical energy: Average drop in elevation h within area drained and average water flows q for the site are 
obtained from Fig. 3.3 (NRC 1978; AEC 1973, respectively). Average elevation dr op h = 700 - 680 = ZO ft = 6.10 m. 
Approximately 11 . 7 square miles of surface runoff area will be intercepted by the cooling lake, which normally would have 
nn off into the Illinois River. This runoff a is estimated as average flow of 8.Z cfs (AEC 1973). Total runoff = (8.Z 
cfs)(1.98 ac-ft/day·cfs) (1230 m3/ac-ft)(365 day/yr) = (8.Z cfs)(8.889 x 105 m3/yr·cfs) = 72.89 x 105 m}/yr. 
Area drained A = 11 . 7 square miles = 30.30 km2 = 30.30 x 106 mZ. Average runoff: q = a/A = (72.89 x 105 

m3/yr)/(30.30 x 106 mZ) = 0.Z41 m/yr = 9.49 in/yr. Physical energy in streamflow: Gq = qpgh = (Z4.1 cm/yr)(1 
g/cm3)(980 cm/s Z)(610 cm)(100 Z cmZ/mZ)(2.38 x 10- 11 Cal/erg) = 3.43 Cal/mZ·yr. 

13Stream chemical potential of total dissolved solids: Average total dissolved solid concentration C is obtained from 
Tables 2.4 and 2.5 (NRC 1978), and the average stream temperature T is obtained from Table 2.6 (NRC 1978). Average total 
dissolved solids in the vicinity of the site (NRC 1978:2-12). C, = 444 ppm. Average total dissolved solids in South 
Kickapoo Creek (NRC 1978:Z-13). Cz = 484 ppm. Average temperature in the stream (NRC 1978:2-15) . T = 56°F = 286°K. 
Average streamflow of the site (see footnote 12). J = q = 0.241 m/yr. Chemical potential energy in dissolved substances 
in stream: Fa = nRT[Jc1£n(c1/co ) - JCz£n(Cz/co)] = (1.99 x 10- 3 Cal/oK·mole)(Z86°K)/(35 g/mole)(0.Z41 m/yr)[c1£n 
(C1/C

2
) - CZ£n(CZ/co)] = (1.6Z x 10-Z Cal/g)(0.241 m/yr)[(444 g/m3)£n(444/35,000) - (484 g/m3)£n(484/35,000) = 0.5Z 

Cal/m • yr. 
14Stream chemical potential energy in sediments: Average total organic carbon C in South Kickapoo Creek is obtained from 

Table Z.5 (NRC 1978). C = 2 ppm = Z g/m 3• Assume free energy or organic mat ter K = 5.4 Cal/g. Heat equi valent of 
total chemical potential in sediment flux: Fo = JCK = (0.Z41 m/yr)(2 g/m3)(5.4 Cal/g) = Z.50 Cal/mZ·yr. 

15Stream physical potential energy in materials: Average concentration of materials in South Kickapoo Creek is obtained 
from Table 2 . 5 (NRC 1978). Average -lotal dissol Vl.>d solids = 484 ppm. Average total suspended so lids = 7.5 ppm. T ota 1 
materials in stream: p = 491.5 ppm = 491.5 x 10-6 g/cm3. Average streamflow J = 24.1 em/yr. Physical potential 
energy from oMss of materials and height is: G" = .:pgh = (Z4.1 cm/yr)(491.5 x 10-6 g/cm 3) (980 cm/sZ)(610 cm) 
(100Z cmZ/mZ)(2.38 x 10-11 Cal/erg) = 1.69 x 10- 3 Cal/mZ·yr. 

16aCatastrophic energy in earthquake: Average peak acceleration a for the site is obtained from Fig. [20, a = 4~ g = 0.04 
g. Seismic zone number for the site is located from Fig. [21 to be 58, and is used to look up frequency f per 100 yr on 
Table EZ4. f = (0.6/100)/yr. Catastrophic energy in earthquake is: Ee = KeaZr = (4168)(0.04)2(0.6 x 10-2) 

Cal/m2· yr = 4.00 x 10-Z Cal/mZ·yr. 
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16bCatastrophic energy in tornado: The recurrance interval of 460 yr was cal culated for tornadoes at the site (NRC 1978), f = 
1/460 yr. Catas trophic energy in tornado: Et = etf = (4.9 Cal/m2)(1/460 yr) = 1.07 x 10-2 Cal/m2 ·y·r. 

17aFue l s : A ... erage fuel (gasoline) used for corn production is obtained from Pimentel et a1. (1973): FG::: 22 gal/acre'yr 
= (22 gal/acre ' yr) (1 acre/4050 m2) = 5.43 x 10-3 gal/m2·yr. From Pimentel et al. (1973) the heat equivalent 

of 1 gallon gasoline = 36,225 Cal, thus: FG = (5 . 43 x 10-3 gal/m2 'yr)(36,225 Cal/gal) = 1.97 x 102 Cal/m2 ·yr. 
17bElectricity: Average electricity used for corn production is obtained from Pimentel et al. (1973): Ec = 310,000 

Cal/acre'yr = 76.54 Cal/m2· yr. 
18aFert ilizer: Average fertilizer used for corn production is obtai ned from Pimentel et a1. (1973): FC = 200Ib/acre'yr 

= 4.94 x 10-2 Ib/m2'yr = (4 . 94 x 10-2 Ib/m2' yr)(6400 Cai/lb) = 4.15 x 102 Cal/m2·yr. Average fertilizer 
cost is obtained from Brooke (1977): Sd = $42.07/acre ::: $D.21/lb. From Table 4, the energy-dollar ratio is 27.6 x 106 

Solar Cal/$, thus,S = ($0.21/1b)(27.6 x 106 Sol a r Cal/$) = 5. 60 x 106 Solar Cal/lb. 
18bMachinery: Average energy for corn production and repair of farm machinery is obtained from Pimentel et a1. (1973): 

ME = 420,000 Cal/acre'yr = (4.2 x 105 c a l/acre ' yr)(l acre/4050 m2) = 1.04 x 102 Cal/m2· yr. ETR = 6800 global 
solar Cal/Cal. 

18cLabor: Average farm labor contribution for corn production is obtained from Pimentel et a]. (1973): Lr = 4900 
Cal/acre'yr = (4.9 x 103 Cal/acre'yr)(l acre/4050 m2) = 1.21 Cal/m2 ·yr . 

18dCorrvnodity flows: Average population density is obtained from CEC (1977). The 1970 population within 10 miles of the 
LSCS site was 15,624, which corresponds to a population density of 49 . 73 persons/square mile. Average flux of 'Pods at 
the vicinity of the site is estimated by assuming the following representative commodity flows for a typical town of an 
area of 314 square miles::: 804 km 2. Representative commodity flows for a typical town: 

Commodity Flow 

Person, City, 
Ib/person'day 106 lb/yr 

Commodity (0 (2) 

Cement 0.1 0.57 
Glass 0.3 1. 71 
Steel 0 . 3 1. 71 
Organic 

Food 3.0 17. 11 
Fiber 0 . 05 0.29 
Paper 1.5 6.55 
Wood O. I 0.57 

Plastic 0.05 0.29 
TOTAL 

(T)Corrmodity weight rrom ReVelle and ReVelle (1974). 

(2)Populatioll from CEC (1977), (15,624 people)(J65 day/yr) 

(3)From Table E26. 
= 

PotentiaJ Energy Flow Embodied Solar Energy 

Cal lib 106 Cal/lb 
(3) 107 Cal/yr (4 ) 10 12 Cal/yr 

20 1.14 10.2 5.6 
1900 324.90 30.6 52.3 

700 119.70 81.6 139.5 

1500 2566.50 163.2 2792.4 
1500 43.50 47.6 13.8 
1900 1624.50 27 . 2 232.6 
1500 65.50 13.6 7.7 
3000 67.00 13.6 3.9 

4952. 74 )'2'JIj" 

5.703 x 106 person' day/yr. 

(4)From Steinhart and Steinhart (1974); multipJied by 3.4 to convert direct solar equi .... alents to qlobal equivHlents. 



Thus, total commodity flow = (4.85 x 1010 Cal/yr)/(8.04 x 108 m2) = 0.60 x 10Z Cal/mZ·yr and embodied solar 
energy = (}Z.4 x 1014 Cal/yr)/(8.04 x 108 mZ) = 4.03 x 106 Solar Cal/m2·yr. Energy transformation ratio: Q = 
(4.0} x 106)/(0.60 x 10Z) = 6.7 x 104 Solar Cal/Cal. 

19Potential energy in land 4J1ift: Bedrock at the LSCS site consists of Pennsy 1 vanian sandstone, shale, and sal tstone 
(Dames and Hoore 1972). The weight for sandstone and shale are 1.95 g/cm3 and 2.40 g/cm}, respectively (from Table 
[30). Assumirg the rate of uplift is about .3 em/1000 yr (average for land), we obtain tt-e gravitational work of land 
uplift: Eu = pghd = (Z.Z g/cmJ)(980 cm/s 2)(.00J cm/yr)(0.5)(0.00J cm)(100Z cmZ/mZ)(Z. 38 x 10-11 Cal/erg) = 
Z. 31 x 10-' Cal/mZ·yr. 

20Chemical potential energy of land Lplift: Gibbs free energy values of sandstone and shale are 0.012 Cal/g and 0.024 Cal/g, 
respectively (Table (31), giving an average value of 0.018 Cal/g. Chemical potential energy of land uplift: 
Fu = PhG f = (Z . 2 g/cm3) (0.00) cm/yr)(0.018 Cal/g)(1002 cm2/mZ) = 1.19 Cal/m2·yr. ETR is average of shale 
and sandstone, (5 . 22 x 107 solar Cal/Cal + 2.8) x 107 solar Cal/Cal)/Z = 4.03 x 107 solar Cal/Cal. 
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Table E38. Energy evaluation of environmental storage of an agricultural area. 

Global 
Solar 

Equivalents 
Storages 
(Letters 

in fig . (3) Name of Item 
Heat Equivalents, 

Cal/m2 

Transformation 
Ratio, 

Solar Cal/Cal Solar Cal/m2 root note 

A 
8 
C 
o 
E 

Energy stored 
Energy stored 
rarm assets 
Energy stored 
Energy stored 

in 
in 

in 
in 

crop biomass 
soil 

l.9lifted land 
base rock 

3 3.86 , 10
5 1.81 , 10 

5 2.40 , 106 5.06 , 10 

3 2.17,10
4 6.93 , 10 

1.50, lOj2 
2.83 , 10 

8.38 , 
1.25 , 
2.82 , 
3.60 , 
1. 43 , 

6 A 10
10 107 8 

10
17 C 

1014 0 
10 E 

Ar.nergy stored in crop biomass: Average weight taken as half the biomass at end of growing season (19.3 dry tonne/hat from 
Slesser and Lewis [1979] who quoted Roll er, Keener, Kline, Mederski, and Curry). (19.3, 106 9 dry/ha)(4 Cal/g dry)/ 
(104 m2/ha)(2) = 3860 Cal/m2• for ETR see footnote 34 in Table Ela. 

BEnergy stored in SOtl: Average ni tro~en c~ntent for Prairie and Re ddi s h Prairie soil type is obtained from Table E33, 
N = 16 . 80 ,10 g/ha = 16.8 ,10 g/m. 

Heat equivalents in soil Es = K'20N = (5.4 Cal/g)(20)(16.8 , 102 g/m2) = 1.81 , 105 Cal / m2. 
Energy transformation ratio for Prairie and Reddish Prairie soil (footnote 28, Table [1a): 

Cfarm assets: Average value of farmland and buildings for corn-belt region in 1976 (USDA 1977, 
$102,241 x 106 , and the area planted for corn production in 1976 (USDA 1977, Tab I e 35, p. 
thus, 

$102,241 , 106 
farm assets = = $1215/acre 

84,121 , 103 
acres 

= ($1215/~re)(1 acre/4050 m2) 
= $O.30/m 

Q = 6.93,104 Solar Cal/Cal. 
Table 590, p. 427) was 
28) was 84,121 x 103 acres, 

= ($0.30/m2i(I.38 , 104 CE Cal/~)(6800 global solar Cal/CE Ca l) 
= 2.82 ,10 global solar Cal/m . 

DEnergy stored in Lplifted land: The LSCS site is relatively flat, varying from Clpproximately 700 to 720 ft (CEC 1977), the 
average elevation of the site: h = 710 ft = 216.4 m. 

Average density of land material . from Table E30, p = 2.20 g/cm3. 
Potential energy stored in l.9lifted land: Ep = pgh2 = (2.20 g/cm 3) (980 cm/s2)(2.164 , 104 cm)2(1002 cm2/m2) 

(2.38 , 10- 11 Cal/erg) = 2.40 , 105 Cal/m2. 
EEnergy stored in base rock: Average land elevation of the s ite is obtained from CEC (1977): h = 216.4 m. 

The density for sandstone (from Table E29) and the Gibbs free energy (Table E30) are: ~ = 1.95 g/cm3
j Gf = 0.012 Cal/g. 

Energy stored in base rock: Er = phG f = (1.95 g/cm 3)(2.164 , 104 cm)(0.012 Cal/g)(100 cm2/m2) = 5.06 , 106 Cal/m2. 



APPENDIX F 

PROCEDURE FOR DEVELOPING ENERGY 
CIRCUIT MODELS OF COMPLEX SYSTEMS 

John F. Alexander, Jr. 

Center for Wetlands 
University of Florida, Gainesville 

An essential step in developing energy circuit 
models of systems of man and nature is diagram­
ing the system. Over the past several years a 
step-by-step methodology has been developed for 
construction of energetics models and is summar­
ized in this appendix to aid the evaluation of 
alternatives (Alexander, Alexander, and Sipe 
1980; Alexander, Swaney, Rognstad, and Hutchison 
1980) • 

The methodology to be presented is made up of 
the following 11 steps: 

1. mapping the general area of interest; 
2. identifying the system boundary; 
3. identifying energy flows across the 

boundary; 
4. organizing the major system components; 
5. identifying interactions between subsys­

tems and sources; 
6. connecting the group symbols with exter­

nal sources; 

7. diagraming the subsystems; 
8. evaluating the model; 
9. translating energy circuit diagrams to 

differential equations; 
10. simulating the energy circuit model; 
11. validation of the model. 

These steps are discussed below in more detail. 

·Step 1: Mapping the General 
Area of Interest 

Energetics maps of the land use and ecosystems 
of the area of interest and the surrounding 
watersheds have been shown to be of considerable 
value in understanding the systems of man and 
nature. The use of color infrared photographs 
has been found to be useful in the identifica­
tion of major physical features and in determin­
ing the spatial arrangement of energetic subsys­
tems. Figure 6 is an example of an energetics 
s~bsystem m?p f?r LaSalle County station, plant 
slte, and plpellne corridor before construction. 

Step 2: Identifying the System Boundary 

In modeling open systems it is necessary to 
clear ly identify a system boundary so that a 
differentiation can be made between energy flows 
and storages within the system and the flows of 
energy from outside the system. Energetic sub­
~yste~s maps as d~scribed in step 1 are helpful 
ln thlS process Slnce they can be used in deter­
mining the boundary in such a way that the sig­
nificant natural subsystems are not unnecessar­
ily divided. The system boundary is denoted by 
a large rectangle as may be seen in the complex 
diagram in Fig. 4. 
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Step 3: Identifying Energy 
Flows Across the Boundary 

Once the system boundary is defined, flows of 
energy into and out of the system can be identi­
fied. Normally these flows include solar energy 
in the form of sun, rain, and wind; fossil fuel 
energy in the form of electricity, petroleum, 
goods and services, and information; combina­
tions of solar and fossil fuel energy in the 
form of people; and money. 

This step in the modeling process involves draw­
ing a large rectangle that symbolizes the system 
boundary. The flows of energy across the bound­
ary are represented as energy sources and are 
symbolized by a set of circles. These circles 
(energy sources) are arranged around the rec-:­
tangle beginning in the lower left-hand corner 
and continuing clockwise in order of increasing 
energy quality. Thus the dilute energy sources 
such as the sun, wind, and rain would be located 
in the lower left of the rectangle, while the 
more concentrated sources such as fossil fuel, 
petroleum, and information would be located on 
the top or right side of the rectangle. 

Step 4: Organizing the 
Major System Components 

Energy circuit language contains several group 
symbols that may be used in diagraming the 
internal components of a system. Of particular 
interest is the bullet-shaped symbol and the 
hexagon-shaped symbol. As noted in Fig. 1 the 
bullet symbol represents producer systems that 
concentrate low-quality energy. Examples of 
such systems would be forests, swamps, estua r­
ies, and farms. The hexagon symbol represents 

consumer systems reqUIrlng high-quality energy 
for their operation. Examples of these systems 
would include industries, towns, and people. 
Experience has shown that arranging these sym­
bols within the diagram from upper left to lower 
right in order of fossil fuel dependency pro­
vides some order to the model. 

In the illustrative example, (Fig. 4) producer 
(bullet) group symbols were used to represent 
the fallow lands and agriculture while the con­
sumer (hexagon) group symbol is used to repre­
s ent human settlements . 

Step 5: Identifying the Interactions 
between Subsystems and Sources 

This step involves the identification of the 
interactions between the group symbols within 
the system being studied and the external energy 
sources and sinks. To systematically identify 
these flows a matr ix is used. On the vertical 
axis are listed the energy sources with the 
internal sources listed first, followed by the 
external sources. On the horizontal axis are 
listed the internal energy sinks followed by the 
external sinks. Once the ax'es are completed it 
is necessary to identify the flow between the 
sources and sinks. If there is an interaction, 
an "x" is placed in the box to denote a flow of 
energy between a given source and a sink . 

Step 6: Connecting the Group Symbols 
with the External Sources 

Based on the matrix completed in the last 
step, the group symbols, or subsystems, are con-



nected to the external energy sources. Arrow­
heads are placed . on each pathway to denote the 
direction of the energy flow. The energy flows 
intersecting the group symbols are arranged 
clockwise around the symbol in order of increas­
ing energy quality. With respect to outputs 
from the group symbols, the degraded energy, 
which is no longer usable to any of the other 
subsystems, is shown by a pathway at the bottom 
of the group symbol, while the energy outputs 
that can be used by other subsystems are shown 
leaving the group symbol from the right. Figure 
4 illustrates the energy circuit diagram of the 
LaSalle study area. This · model should be 
thought of as an organizational overview model 
of the study area. The next step in the process 
invol ves looking at the detailed interactions 
that take place within the SUbsystems. 

Step 7: Diagraming the Subsystems 

Developing models of the various subsystems is 
done in much the same way that the overall model 
is developed. The significant difference 
between the two processes lies in the use of two 
new symbols. In diagraming the SUbsystems, 
group symbols are no longer used (although they 
are often times shown for clarification). 
Instead, they are replaced with an energy stor­
age symbol that resembles a "water storage tank" 
and an interaction symbol that looks like an 
arrow. Within the interaction symbol is placed 
a mathematical function symbol specifying the 
type of interaction. For each of the group sym­
bols, the appropriate energy storage tanks 
should be placed from the upper left to the 
lower right in order of increasing energy qual­
ity. Interaction symbols should be placed in a 
convenient location, usually to the left of the 

energy storage symbol into which the energy is 
flowing. 

As was the case with the overall diagram, a 
matrix should be developed to aid in identifying 
all of the possible energy interactions. To 
keep the process simple, separate matrices 
should be developed for each of the subsystems. 
After the subsystem matrices are completed, the 
appropriate pathways can be added to the dia­
gram. 

As illustrated in Fig. 4 the completed subsystem 
diagrams can be put back into the overall model 
for a completed detailed model of the study 
area. While the detailed model shows interac­
tions of energy within the system being studied 
as well as among the system and the outside 
energy sources, no mention has been made of the 
quantity of these flows. This leads to the next 
step in the energy circuit modeling process, 
that of model evaluation. 

Step 8: Evaluating the Model 

While the evaluation of the model ·can be done 
at the overall level, it is much simpler to 
undertake this step at the subsystem level. The 
interdisciplinary nature of systems tends to 
make model evaluation difficult; however, work­
ing at the subsystem level tends to minimize 
this problem. For example, evaluation of energy 
flows and storages in the natural system can be 
based on the wealth of information found in eco­
logical literature, just as information on agri­
cultural systems can be found in the agricultur­
al literature. Care should be taken to see that 
all the flows of energy adhere to the laws of 
thermodynamics. That is, energy may not be 
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created or destroyed in any process, and some 
energy must be degraded in any real process. 
The first law simply states that the sum of the 
flows into and out of any interaction must be 
equal, while the second law or principle 
requires that all interactions must have heat 
sinks or losses of unusable degraded energy. It 
is suggested that a separate evaluation table be 
set up for each of the subsystems being studied. 
It is necessary to include all storages and 
flows of energy identified on the diagram in 
this table. It is also necessary to document 
the calculations and relevant references for 
each of the flows and storages. 

Step 9: Translating Energy Circuit 
Diagrams to Differential Eguations 

The energy circuit model shown in Fig. 4 is 
actually a complex set of differential equations 
in diagrammatical form. The storage symbol in 
the diagram represents a state variable where 
each flow into the storage is a positive term in 
the equation and each flow out of the storage is 
a negative. After the equations have been writ­
ten for each of the subsystems, the next step in 
the process can occur, which is the simulation 
of the model. 

Step 10: Simulating the Energy 
Circuit Language Model 

Simulation of the dynamic behavior of the mod­
el of the system has several uses. Possibly the 
most important use is to provide a clearer 
understanding of the system being studied. Mod­
el simulation can also be used to generate vari­
ous al ternati ves resulting from some changes in 

an external energy source, such as a decrease in 
the availability of fossil fuels. Such future 
scenarios provide a wide range of possibilities, 
which are of considerable importance to decision 
makers who must plan for-an uncertain future. 

Several methods of continuous system simulation 
have been successfully used to study the dynamic 
properties of energy circuit language models. 
The two most popular are: 1. development of 
analogous electrical circuits through the use of 
an analog computer; and 2. numerical approxima­
tion using the digital computer. Each simula­
tion methodology has significant advantages and 
disadvantages, but because of the almost univer­
sal availability of digital computers, numerical 
approximation is the most preferable. 

Step 11: Validation of the Model 

The resul ts of the simulation model prov ide a 
useful tool for validation. The simulation of 
the behavior of the system makes possible the 
comparison of the response of the model to 
observed changes in the system under study. 
Unfortunately no specific test for the validity 
of large-scale simulation models is known. Some 
researchers have attempted to use statistical 
methods such as correlation analysis to statis­
tically compare the model behavior to the behav­
ior of the system under study, however, the 
results of such test appear inconclusive. 

Possibly the most useful validation method is 
thoroughly testing the model by introducing 
parameter changes and observing the response of 
the system. In many cases similar parameters 
changes may be observed in the system under 
study such that the results of the two may be 
compared. 
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